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Project Background

Traffic crashes are key contributors to non-recurrent congestion. The Federal Highway Administration
estimated that Traffic Incident Management (TIM) efforts in the USA are credited with reducing annual
delay by 129.9 million hours with an associated cost savings of $2.5 billion (U.S. Department of
Transportation. Federal Highway Administration, Dec 2008). Traffic incidents are frequent and life-
threatening to motorists and responders, particularly secondary crashes. A secondary crash is one which
occurs at the tail end of a queue caused by an initial event, such as a crash or construction. Despite the
fact that traffic crashes are heavy contributors to non-recurrent congestion, the interface between
crashes, incidents, and congestion has not been fully explored in context with new data sources.

Over the past few years, ALDOT has taken a transportation systems management and operations (TSMO)
approach to manage intelligent transportation system (ITS) assets and monitor congestion across their
road network. Regional Traffic Management Centers (RTMCs) have been established in four of the five
regions to monitor data and information from a newly developed ALGO Traffic web interface. The ALGO
Traffic platform provides real-time feeds for cameras, speed sensors, and other pieces of infrastructure.
This platform and data are used by RTMC operators to monitor and log crashes and other various types
of incidents (disabled vehicles, construction, queues, etc.). The University of Alabama (UA) through the
Center for Advanced Public Safety (CAPS) has recently begun working on phase-Il of the ALGO Traffic

Platform, which will continue to add functionality for TMC operators.

Figure 1 First Regional Traffic Management Center in West Central Region



Also, in an effort to monitor congestion, ALDOT currently purchases state-wide crowdsourced mobility
data from HERE. These data are included in the ALGO Traffic Platform for real-time speed observation,
and in lteris iPeMS / ClearGuide. The data are also continuously collected and stored and can be used to
generate performance metrics that provide a stronger quantitative assessment of mobility. These metrics
will enable Alabama to meet compliance with a recent FHWA ruling that supports the Fixing America’s

Surface Transportation (FAST) Act by measuring and assessing system performance (Federal Highway
Administration, 2017).
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Figure 2 Iteris iPeMS dashboard showing example historical speed information

To further leverage the benefits of both the ALGO Traffic incident data and the state-wide HERE data,
these datasets have been synthesized together to understand factors affecting safety and congestion.
Each incident has been collected and documented in the ALGO Traffic platform for quantification based
on its impact to traffic flow using the crowdsourced mobility data. By looking at the incident type, location,
response, and other variables, improvements to traffic safety and congestion can be considered.

Organization of this Report

Following the above background and introduction, the tasks of the project are reviewed in the next
section. There are two main groups of tasks: (1) incident analysis and (2) dashboards for presenting the
speed data. The second task group was conducted first to setup the data storage and retrieval processes.
The data component for this project is very key and described after the tasks recap. After the data sources
section, the dashboards are described, and a case study is shown for each. Finally, the incident analysis
task group is discussed. The table of contents is a useful guide to follow each component.



Tasks for the Incident Analysis

1.

Gather Incident Data — Incident data was gathered from the Center for Advanced Public Safety’s
(CAPS) Critical Analysis Reporting Environment (CARE). Also, other non-crash information that is
stored by the Alabama Traffic Management Centers was collected. This was synthesized using
modeling techniques.

Generate Per-Incident Reports — Each crash and incident has been quantified based on the
mobility impact. Every incident is available here ( ) and will be
discussed in this report.

Summarize Per-Incident Reports — Again, all crashes and incidents have been quantified, and the
results have been used to identify and summarize significant factors.

Modeling of Mobility Impact from Incidents — The crash and incident data were analyzed using
duration models to determine key factors based on the attributes listed in each report. This
allowed multiple factors to be considered simultaneously, providing additional insight beyond
single-factor analysis.

Interpretation and Write-Up of Model Findings — The significant parameters are discussed at the
end of this report (and fully discussed in attached white paper).

Tasks for the Traffic Ticker and Delta Speed Map Dashboards

6.

10.

11.

Collecting TMC-level Shapefiles — Shapefiles for TMC segments were obtained and sanitized to
include only mainline interstate segments. These were joined with other data to classify what
ALDOT region and county each segment lies in.

Downloading Existing Speed Data — The HERE bulk download interface was be used to download
CSV files of historical speed data for the interstates. These data have been stored in a database
that can be queried to provide the basis of the dashboards.

Livestream of Speed Data — An automated service was developed to automatically download and
import speed data into the database as it becomes available.

Preliminary Dashboard Integration with ALGO Traffic and ALGO Reports — An interface based on
the Traffic Ticker will be designed for Alabama and integrated into existing tools for ease of access
( ). Information from ALGO Reports has been integrated
with the Traffic Ticker view to streamline identification of the sources of congestion.

Implement Live-Data Dashboard — The Traffic Ticker dashboard uses the data accessed by the
livestream automated service, allowing it to display the most up-to-date information available to
ALDOT ( ).

Prototype Incident Report Generation Tool — The integration of traffic and incident data now
creates automated incident reports that can summarize delay, queuing, and other traffic factors
for after-action review ( ).


https://sdmh.aladata.com/
https://reports.algotraffic.com/dashboard
https://reports.algotraffic.com/here-charts
https://sdmh.aladata.com/

Data Sources

The main sources of data for this project were speed data obtained from HERE and volume data obtained
through Highway Performance Monitoring System (HPMS). This data was combined with crash data and
TMC incident data for specific analyses.

HERE Speed Data

The speed data provided by HERE is reported every minute for stretches of road called Traffic Message
Channels (TMCs), which can range in length from under a mile to several. These data are provided in a live
XML feed (see Figure 3), which is downloaded and ingested into a database for use in reporting
dashboards and other tools. These data are available from April 2018 onwards.

|| C\Users\ahainen.UA-NET\AppData\Local\Temp\7zO042AFC418\RealtimeFlowAQ101.xml (1)
(2 C\Users\ahainen.UA-NEN\Ap... * ||

<?xml version="1.0" encoding="UTF-8" standalone="true"?>
- <TRAFFICML_REALTIME UNITS="imperial" VERSION="3.2.2" CREATED_TIMESTAMP="2018-09-13T21:44:51Z" TMC_TABLE_VERSION="6.0" MAP_VERSION
- <FEATURES>
<FEATURE>LANES</FEATURE>
<FEATURE>FORM_OF_WAY</FEATURE>
<FEATURE>EXPRESS</FEATURE>
<FEATURE>OPEN_LR</FEATURE>
<FEATURE>DLR_AGGREGATION </FEATURE>
</FEATURES>
- <RWS MAP_VERSION="201803" TABLE_ID="1" EXTENDED_COUNTRY_CODE="A0" EBU_COUNTRY_CODE="1" TY="TMC">
- <RW mid="dd104fe3-70a4-48d7-993e-db2b8793d749|" PBT="2018-09-13T21:44:06Z" DE="I-75/I-85" LI="101+00067">
- <FIS>
- <FI>
<TMC DE="I-85 Split/Exit 242" LE="0.11486" QD="-" PC="4115"/>
<CF TY="TR" TS="0" CN="0.99" JF="0.0" FF="55.30" SU="70.56" SP="55.30"/>
</FI>
- <FI>
<TMC DE="GA-166/Lakewood Fwy/Exit 243" LE="0.66244" QD="-" PC="4116"/>
<CF TY="TR" TS="0" CN="0.99" JF="0.0" FF="54.68" SU="76.86" SP="55.30"/>
</FI>
- <FI>
<TMC DE="University Ave/Exit 244" LE="1.56059" QD="-" PC="4117"/>
- <CF TY="TR" TS="0" CN="0.99" JF="0.97850" FF="54.68" SU="51.03" SP="51.03">
- <SSS5>
<SS LE="1.09972" TS="0" JF="0.0" FF="54.68" SU="66.49" SP="55.30"/>
<SS LE="0.46087" TS="0" JF="5.29652" FF="54.75" SU="32.83" SP="32.83"/>
</SSS>
</CF>
</FI>
- <FI>
<TMC DE="Pryor St/Exit 245" LE="0.27719" QD="-"PC="4118"/>
<CF TY="TR" TS="0" CN="0.99" JF="8.37818" FF="54.68" SU="15.10" SP="15.10"/>
</FI>
- <FI>
<TMC DE="Fulton St/Central Ave/Exit 246" LE="0.38015" QD="-" PC="4119"/>
- <CF TY="TR" TS="0" CN="0.99" JF="8.68736" FF="55.05" SU="12.64" SP="12.64">
- <555>
- <SS LE="0.22497" TS="0" JF="8.68736" FF="55.05" SU="12.64" SP="12.64">
<LN JF="7.80230" SU="19.42" NM="7"/>
<LN JF="8.85509" sU="11.24" N\M="1,2,3,4,5,6"/>
</SS>
<SS LE="0.15517" TS="0" JF="8.68736" FF="55.05" SU="12.64" SP="12.64"/>

Figure 3 Sample XML feed of live HERE data




Archive data are available in the iPeMS bulk data download back to 2017. These data are available as a GZ
files for each day. A stored procedure was created for ingesting and storing this data. The fields and
example download interface are shown in Figure 4.

Type District
| HERE v3 Trafiic Raw v ml Districts v | | Submit

Dall 2020 HERE v3 Traffic Raw

] F M A M J J A 5 O N D

20— I — E— —

190 N S S S S S S E—
e 1 1 [ 1 [ 1 1 [ | |
vy (1 1 [ | [ | | [ | |
15 | S N S N S N

15 I B N S E—

Field Specification

Data Summary
This dataset is the here traffic ml samples.

Months with data are indicated by a gray rectangle. Click a
rectangle to view a listing of files available for download.

Available Files

Name
utc_time_id
feed_id
Roadway Type
Linear I1d
fis_num

source_id

recy_ftime
Total Length Km
Cffset Km

Subsegment Flag

Subsegment Length Km
Point Code
Queuing Direction

Flow Item Type

Current Avg Speed Capped

Current Avg Speed
Freeflow Speed

Jam Factor

Comment
Time UTC
Source data feed

Road class

The item being mapped (e.g. TMC
Code}

Length of segment in km

Subsegment offset relative to the
start of the segment

Indicates whether this records
belongs to the main segment
(flag=0) or a subsegment (flag=1}

Length of sub-segment in km

Average speed (km/h) that traffic is
traveling cappad to the speed limit

Average speed (km/h) that traffic is
traveling.

80th percentile of cbserved speads
during non-rush hour periods.

= number betwesn 0 and 10

File Name Bytes
state_prov-AL_text here_trafficm|_raw_2020_01_01.txt.gz 322,438,463
state_prov-AL_text_here_trafficml_raw_2020_01_02.kxt.gz 345,095,351
state prov-AL_text here_trafficm|_raw_2020_01_03.txt.gz 351,064,055
state_prov-AL_text_here_trafficm|_raw_2020_01_04.bxt.gz 321,352,786
state_prov-AL_text_here_trafficm|_raw_2020_01_05.txt.gz 325,195,230
state_prov-AL_text here_trafficm|_raw_2020_01_06.txt.gz 350,724,848
state_prov-AL_text_here_trafficm|_raw_2020_01_07.txt.gz 354,715,597
state_prov-AL_text_here_trafficm|_raw_2020_01_08.kxt.gz 354,142,655
state_prov-AL_text_here_trafficm|_raw_2020_01_09.txt.gz 354,326,675
state_prov-AL_text_here_trafficm|_raw_2020_01_10.kxt.gz 350,689,410
state_prov-AL_text_here_trafficml_ 2020_01_11.txt.gz 320,274,660
state_prov-AL_text_here_trafficml|_ 2020_01_12.txt.gz 323,057,753
state_prov-AL_text_here_trafficml_ 2020_01_13.txt.gz 351,880,468
state_prov-AL_text_here_trafficm|_raw_2020_01_14.bxt.gz 354,068,329
state_prov-AL_text_here_trafficm|_raw_2020_01_15.txt.gz 353,574,688
state_prov-AL_text here_trafficm|_raw_2020_01_1i6.txt.gz 354,544,743
state_prov-AL_text_here_trafficm|_raw_2020_01_17.kxt.gz 356,612,207
state_prov-AL_text_here_trafficml_raw_2020_01_18.kxt.gz 332,015,511
state_prov-AL_text_here_trafficml_raw_2020_01_19.kxt.gz 322,412,683
state_prov-AL_text_here_trafficm|_raw_2020_01_20.kxt.gz 342,488,515
state_prov-AL_text here_trafficm|_raw_2020_01_21.txt.gz 264,257,278
state_prov-AL_text_here_trafficm|_raw_2020_01_22.txt.gz 358,143,824
P .l o o 4 e =m ama mea

Figure 4 HERE Bulk Data Download




Speed Subsegments

One very challenging aspect with the HERE data is the dynamic subsegment data. Historically, TMC
segments have been the standard segment regime used for reporting aggregated speed information.
Usually, TMCs span between nodes on road networks. In urban areas, the distance between nodes |
usually reasonable (0.25 mile to 1 mile). In rural areas, these TMCs can span several miles. Trying to detect
incidents over these longer distances is challenging and vague.

To improve on this segmentation scheme, two different systems have been used: fixed subsegments and
dynamic subsegments. With fixed subsegments, short (0.1 mile to 0.5 mile) segments are created to split
TMCs into smaller stretches. For Alabama, there are approximately 10,000 TMC segments for the
freeways. With fixed subsegments, this could be over 100,000 subsegments. Reporting for each
subsegment produces a tremendous amount of information each minute. This is especially unnecessary
when none of the fixed subsegments are significantly different from the parent TMC. With dynamics
subsegments, TMCs can be split on-the-fly to report only portions of a TMC that vary significantly. This
cuts down on the amount of data generated for each interval, but issues arise when each minute features
a different segmentation.

The ways that HERE spatially segments the data are shown in Figure 5. The main segment is the TMC,
shown at the top. These are usually several miles long, often broken at interchanges with a short segment
between the on and off ramp. The next level is the LinkID, which are very small segments, often only a
few hundred feet, which are available in the shapefiles. The third is the dynamic subsegments. This is how
sub-TMC speeds are represented in the data. They are only used when the speed on a subsegment is
substantially different from the average of the whole TMC. They are assigned dynamically, and as the two
examples show, can change minute to minute in both length and number.

101+01559 101+01560 101+01561
TMC
Segments 3
e || L b ] - - Ll
S [ @ I I I B 3 I 3 I E )
i i i ! 2 2 4 2
09:00
Dynamic 0.6 mi 0.5 mi 0.3 mi 1.5 mi 0.2 mi (no subsegments)
Subsegments i
09:01 | l
0.4 mi I 0.7 mi 0.3 mi 1 mi l 0.5mi 10.2mi (no subsegments)

Figure 5 HERE Data Segmentation



Subsegments are made up of one or more LinkIDs, though they are not referred to in that manner in the
XML document. They are instead defined by their offset from the beginning of the TMC and recorded in
order with the flow of traffic. Therefore, the data for the segments in Figure 5 may look like Table 1, with
the direction of travel being left-to-right. In this constructed example, the importance of subsegments can
be seen in comparing the speed column, which is a weighted average for the TMC, with the subsegment
speeds.

Table 1 Subsegment Speed Example

Timestamp TMC Speed Sub. Length Sub. Speed
9:00 101+01559 61.5 0.6 65
9:00 101+01559 61.5 0.5 45
9:00 101+01560 65 0.3 45
9:00 101+01560 65 1.5 25
9:00 101+01560 65 0.2 70
9:00 101+01561 70 NULL NULL
9:01 101+01559 52 0.4 60
9:01 101+01559 52 0.7 40
9:01 101+01560 57 0.3 35
9:01 101+01560 57 1.0 25
9:01 101+01560 57 0.5 15
9:01 101+01560 57 0.2 70
9:01 101+01561 70 NULL NULL

10



Data Storage and Access

The data are stored in a SQL database with an ingestion process that adds new data as it becomes
available. This allows for the dashboard tools and other users to query data in real-time. The HERE bulk
data was stored in a Microsoft SQL Server database for easy retrieval. The database stores several billion
records and has grown to several terabytes. A sample of the data is shown in Figure 6. In Figure 6, there
are three rows highlighted showing the dynamic subsegmentation. The main TMC (row 5) has a measured
average speed of 34.44997 mph (see the “speed” column of row 5). However, the average is a poor
representation of the conditions on this 0.8235736 mile segment (note: the unreasonable number of
significant digits is used for the reader to be able to connect this narrative with the data shown in Figure
6). The proprietary methods used by HERE split the TMC into two subsegments (row 6 and row 7). The
first subsegment (row 6) is 0.5249348 miles long and has an average speed of 68.37166 mph. The
following subsegment (row 7) is 0.3389435 miles long and has an average speed of 19.47172 mph. From
this information, it would be reasonable to expect some anomaly at the 0.52 mile mark of this TMC.
Additional information about this TMC (route, direction, etc.) would be available in another table to
properly locate the specific location.

L+ SOLQueryl.sql - coe-trafficsqluz-net.ua.edutSQL2017,48037. HEREMaggie (here (60))* - Microsoft SOL Server Management Studio
File Edit View Query Project Tools Window Help

[ -2 BNy BRESDD| %0920 |05 amex S mrEaE-,
| S| HeReMaggie - | b Beate w V328 H |38 | AE]0 | |%
=
Dmmapmrer -1 x ISQLQueryW.sq\'co...EMaggie (here (60))* = %
Connect~ ¥ % [ 1 /x¥%%%% Sepipt for SelectTopNRows command from SSMS — ##x¥xk/
= 1B coe-trafficsqlua-net.us.edu\SQL2017,48037 (SQL Server 14.0. A 2 SELECT TOP (1e@@) [tstamp]
= Databases 3 R [TMC]
System Databases .
Database Snapshts 4 >[1linear]
© @ HEREMaggie 5 ,[1sSub]
Database Diagrams 6 ,[offset]
= 1 Tables
System Tables 7 s[sub_len]
FileTables 8 ,[length]
External Tables B
Graph Tables 9 - [queue_dir]
83 dbo.conflation_weights 10 s [flow_type]
A dbo.InterstateRouteGeometry 11 ,[speed_cap]
B dbo.milepoint_speed_data .
B9 dbo.proc_ctl_temp 12 > [speed]
[ dbo.speed_tstamps 13 , [ff_speed]
& B dbospeeds 14 »[jam_factor]
& 1 Columns . .
B tstamp (datetime2(7), not null 15 »[confidence]
B TMC (nvarchar(12), not null) 16 FROM [HEREMaggie].[dbo].[speeds]
B finear (nvarchar(12), null 17 WHERE tstamp >= '2020-01-01 08:00:00'
8 isSub (binary(1), null
8 offset (real, null)
B sub._len (real, null) 144% -
B length (real, null) BB Resuts gl Mossages
S:::V“:;d:((:::::::((;;::':g tstamp T™C inear isSub _ offset sublen  length queve_drr flow_ype | speed_cap speed  f_speed jam_factor | cofidence
g spect :a treal nall) 1 20200101 08:0039.0000000 107+D4362 101+03001 (x00 O NULL 2795457 - R 69.97514 6997514 7022374 00327362 098
B SSEEd’(FE; nal) 2 2020010108:00:39.0000000 101+04363 101+03001 k00 O NULL 359005 - TR 700435 720261 6973491 0 03
B # speed (resl, null) 3 20200101080035.0000000 101+04364 101:03001 (00 0 NULL 0823573 - TR 6028583 6861404 6028583 O 088
B jom factor (real, null) 4 202001-0108:00:350000000 107+04365 101+03001 (x00 O NULL 2465805 - TR 6028589 7019267 6028583 0 089
B confidence (real, null 5 202001-0108:00:39.0000000 ¢ 10104366 ¢ 101+03001 000 |0 NULL 08638719 - TR 3444997 3444997 | 6028589 3469522 091
& 9 Keys 6 2020010108:00:39.0000000 | 101:D4366 10103001 |®01 | 0 05249348 08638719 - R 6028589 6837166 6028589 O 081
Constraints 7 2020010108:0035.0000000 | 101:04386 10103001 0«01 05243348 03385435 08638719 - TR 1947172 | 1947172 | 6028589 501403 081
Tiiggers 8 20200101 08:0039.0000000 101+04367 101+03001 (x00 0 NULL 0144133 - TR 6028589 695463  60.10565 0 0.88
& 1 Indexes 9 2020010108:00:39.0000000 101+04368 101:03001 00 O NULL 1619397 - R 5661502 6135488 5661302 O 075
Statistics 10 2020010108:0035.0000000 101+04368 101:03001 (00 O NULL 004154754 - TR 4430702 4430702 4474829 00838757 072
@ B dbo.tme 11 20200101 08:0039.0000000 101+04370  101+03004 (00 0 NULL 0.03467993 - R 69.98757  69.98757 7022374 003151026 083
@ HH dbo.TMC_ATTR 2 12 2020-01-0108:00:39.0000000 101404371 101403004 (00 0 NULL 2035395 - TR 6233064 6923555 6221255 O 085
@ B dbotme_interstate mms 13 2020010108:0035.0000000 101+04372 101:03004 (00 O NULL 128072 - TR 6028589 73555 6028588 O 038s
@ B3 dbotrip times 14 20200101 08:00:39.0000000 107+04373  101+03004 (00 0 NULL 200885 - R 6028589 6838409 60.10565 0 085
® E dbo.tunnel counts 15 2020-01-0108:00:39.0000000 101-04374 101403004 (00 0O NULL 134537 - TR 6028589 7058421 6028589 O 0.86
@ A dbovol_profiles 16 202001-0103:0039.0000000 101:04375 10103004 300 O NULL 1103803 - TR 6028589 7173389 60.10566 0 038
;Edb“"v”‘”'"“-”‘d 17 202001-01080033.0000000 101-04376  101+03004 000 0 NULL 1441389 - TR 6028588 6041019 6003107 0 082
E‘:’;E‘mem 18 20200101 08:00:39.0000000 101+04377  101+03004 (x00 O NULL 1100584 - TR 5637041 622747 5637041 0 0.4
Synomms 19 2020010108:00:39.0000000 101+04378 101:03004 (00 0 NULL oMTss - R 4972032 6075202 4972032 O 093
pfﬂg,;mamty 20 202001010300:39.0000000 101+04373  101:03004 (k00 O NULL 01980608 - TR 4972032 6075202 4372082 O 083
T e e S B - -
< - Tt > @ Query executed successfully. coe
[ Ready 09:43:38 Ln5 Col2 INS

Figure 6 SQL retrieval of HERE bulk data (highlighted rows showing dynamic subsegmentation)
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HPMS Volume Data

The Highway Performance Monitoring System (HPMS) data was used to attribute volumes for segments
and analysis. Mostly, the annual average daily traffic was used as an independent variable in models.
Shapefiles were used in GIS for the conflation process.

RTMC Incident Data

Another new dataset used in this project was the incident data logged by the RTMCs. For each incident
that the RTMCs handle, detailed notes are included. These notes were combined with crash data and used
for modeling and understanding impacts from the response. Approximately 7,000 incidents were included
in the study. A sample dataset for three incidents is shown in Table 2.

Table 2 Sample RTMC incident data

EVENTID 48235 48312 48488
EVENTTYPE Accident Accident Accident
EVENTSUBTYPE Crash Crash Crash
LASTSEVERITY 1 1 2
LASTLANEPATTERN tzzzs tzzs tzzs
CREATEDBY floydkb adamsl| harrisg
LATITUDE 32.367825 31.679459 31.58355
LONGITUDE -86.121147 -86.754379 -86.839966
MILEMARKER 12 116 107
ROADTYPE Interstate Interstate Interstate
PRIMARYROAD I-85 I-65 I-65
CROSSROAD Exit 11: Atlanta Hwy Bolling Road Exit 107: CR 7; Hank Williams Rd
DIRECTION N N N
COUNTY Montgomery Butler Butler
CITY Montgomery
DISTRICT Montgomery Montgomery Montgomery
DETECTIONMETHOD Operator-detected Operator-detected Operator-detected
DATE 2018/01/02 08:40:00 2018/01/02 10:51:17 2018/01/02 15:34:19
CREATEDDATE 1/2/18 8:40 AM 1/2/18 10:51 AM 1/2/18 3:34 PM
VERIFIEDTIME 1/2/18 8:40 AM 1/2/18 10:51 AM 1/2/18 3:34 PM
DISPATCHEDTIME 1/2/18 8:40 AM -- --
FIRSTRESPONDERTIME 1/2/18 9:00 AM -- --
ALLLANESOPENTIME 1/2/18 9:57 AM 1/2/18 11:32 AM 1/2/18 4:48 PM
RESPONDERDEPARTTIME 1/2/18 9:57 AM 1/2/18 11:32 AM 1/2/18 4:56 PM
NORMALFLOWTIME -- -- --
POLICEARRIVETIME 1/2/18 9:00 AM - -
POLICEDEPARTTIME 1/2/18 9:57 AM -- -
AMBULANCEARRIVETIME - - -
AMBULANCEDEPARTTIME - -- -
FIREARRIVETIME - - -
FIREDEPARTTIME - -- -
HAZMATARRIVETIME - - -
HAZMATDEPARTTIME -- -- --
CORONERARRIVETIME -- -- --
CORONERDEPARTTIME -- -- --
TOWARRIVETIME -- -- --
TOWDEPARTTIME -- -- --
PROCESSEDTIME 4/10/19 10:29 AM 4/10/19 10:29 AM 4/10/19 10:29 AM
AGENCY ALDOT ALDOT ALDOT
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For reference, a sample of the RTMC incident data in the Advanced Traffic Management System (ATMS)
is shown in Figure 7. The RTMC operators monitor each incident and note any key changes in incident

status.

New: Map | Viewer | Multiviewer | List | Library | Inventery | Video | | Reporting | Alarm |

D - Type Start Time End Time  Road Type  Location County Event Status
18757 Abandoned 08/24/2017 08/25/2017 Interstate 1-20/59 W at Bama Tuscaloosa Confirmed
Vehicle 08:41 09:41 Rock Garden
18756 Bridge Repair / 08/24/2017 08/24/2017 Interstate I—ZQISQ W at Holly Tuscaloosa Confirmed
Inspection 08:00 14:00 Springs Road/SR 300
to 1-20/59 W at Holly
Springs Road/SR 300
18755 Bridge Repair / 08/24/2017 08/24/2017 Interstate 1-65 S before CR 28; Chilton Confirmed
Inspection 07:30 16:00 Lake Mitchell Rd to I-
65 S before CR 28
Lake Mitchell Rd
18750 Resurfacing or 08/23/2017 08/24/2017 U.S. Highway US 43 N past Shiver Tuscaloosa Confirmed
Paving 08:00 16:00 De Freeze Rd/Doughty
Rd to US 43 N before
Fulmer Rd
18727 Bridge Repair / 08/21/2017 08/31/2017 Interstate 1-20/59 E at University Tuscaloosa Confirmed
Inspection 08:00 16:00 Blvd/US 11/SR 7 to I-
20/59 E before
Keenes Mill Rd
18726 Resurfacing or 08/21/2017 11/30/2018 Interstate 1-65 S before CR 42 to Chilton Confirmed
Paving 10:44 11:44 I-65 S past CR 42
18725 Resurfacing or 08/21/2017 08/31/2017 Interstate 1-20/59 E at Skyland Tuscaloosa Confirmed
Paving 08:00 16:00 Blvd to 1-20/59 E at
University Blvd/US
11/SR 7
18724 Resurfacing or 08/21/2017 01/01/2018 U.S. Highway US 31 N before CR44 Chilton Confirmed
Paving 08:00 16:00 to US 31 N before CR
95
18563 Strong Winds 07/29/2017 07/29/2018 E at Montgomery Montgomery Unconfirmed
03:09 03:09
18554 Resyrfadng or 07/26/2017 09/30/2017 Interstate 1-20/59 W at Exit 68: Tuscaloosa Confirmed
Paving 07:00 17:30 Joe Mallisham Pkwy to
1-20/59 W at Holly
Springs Road/SR 300
18544 Resurfacing or 07/28/2017 10/31/2017 Interstate 1-20/59 W at Exit 62 : Tuscaloosa Confirmed
Paving 06:00 06:00 Holly Springs Rd/SR
300 to 1-20/59 W
before Exit 52 US
11/CR 231
18456 Re:;_uvfacmq or 07/17/2017 09/01/2017 U.S. Highway US 82 EW before SR S Bibb Confirmed
Paving 07:00 18:00 to US 82 EW past SR
25/Montevallo Rd
18265 Strong Winds 06/21/2017 06/21/2018 E at Montgomery Montgomery Unconfirmed
11:16 1:16 '
18262 Strong Winds 06/21/2017 06/21/2018 E at Montgomery Montgomery Unconfirmed
09:16 19:16
64 S Vinds 5 v g 2 5
1816 trong Winds gu’(fé/zol 7 gg:/fé/}(}ls E at Montgomery Montgomery Unconfirmed
18142 i Wi s 05/2 5 3
Strong Wind: ;;{TQ/ZOI/ g,;(‘l’g/zﬁls E at Ft. Payne DeKalb Unconfirmed
18078 St Winds 05/01/2017 05/01/2 ~
7 rong Winds 8:/[(:']1, 017 2.77/{0)‘1)/ 018 E at Decatur Morgan Unconfirmed
18069 Stro Wind 04, 7 < : o) i
5 rong Winds 16{52/101 (llbl(é(‘;)/)ﬂl‘} E at Demopolis Hale Unconfirmed

Figure 7 Sample RTMC data as it's being handled in the ATMS
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Data Conflation

When working with multiple linear datasets (HERE dynamic subsegments, freeway mileposts, HPMS
segments, etc.), combining these datasets in a logical manner to fully describe the road network is
important. Ideally, and specific location on the road network (either a latitude/longitude point or a
milepost and direction on a specific freeway) would have a full set of information, including route,
direction, AADT, speed, geometry characteristics, and other pertinent information. One major problem is
that each dataset usually has different break points. As an example, the TMC shapefile provided by HERE
is shown with the HPMS volume shapefile in Figure 8. While both of these files chart the roads of Alabama,
they do not directly match.

@ untitled - ArcMap

File Edit View Bookmarks Insert Selection Geoprocessing Customize Windows  Help

DEES L 58 x o é- [0 |ZEFEED >

QENQ e W00 FEIMAS TR e z - B2
Table Of Contents £ )
EEEE A= wa+|z | x -

B & layers Line measurement (Planar)
= M 59.TMC_endpts Segment: 91.237392 Feet
- Length: 91.237392 Feet

B ¥ 59_HPMS_proj

5 & 59.TMC proj
|

9_TMC_endpts: Point

gel2n < >

Figure 8 Conflation example where two different linear systems feature different break points
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To overcome the varying break points of each dataset and properly assemble the data for all freeways in
Alabama, conflation of the multiple datasets was conducted. Conflation is a process developed at the
Texas Transportation Institute at Texas A&M to join two maps such that data can be used from both. The
conflation process is done in a GIS system such as ArcMap and is described in the steps below:

1.

N ok wDN

8.
9.

Select one map as the “Join Map” and the other as the “Base Map.” We used the HPMS data set
as the base map.

Extract the segment endpoints from the Join Map

Create a buffer around each of the endpoints

Merge overlapping or adjacent points and extract the centroid to create a clean endpoint file
Break the Base Map features at each endpoint

Create a buffer around each Join Map segment

Spatially join the Base Map links to the Join Map by giving each the attributes of the buffer polygon
it falls completely inside.

Repeat the process on unmatched links

Merge all layers

10. Perform quality control checks

At the end of the process, the conflated segment is broken at both the TMC and HPMS endpoints, and so
for a given segment of road both the speed and volume records may be retrieved. These data can be

combined with a weighted average so that the volume of a TMC segment or the speed of an HPMS

segment may be calculated. This allows for the calculation of more robust delay metrics that account for

both speed and volume. The conflation process is challenging, particularly in the quality control step, and

many lessons were learned along the way to adapt to continual changes with datasets.
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Data Dashboards

Dashboards are used to display the speed data in meaningful ways, allowing the user to select the areas
or time periods of interest. These tools can be used for real-time monitoring of the road or after-action

review. Already, the RTMCs have been using speed dashboards in their existing ATMS (Figure 9).

Figure 9 West Central RTMC speed dashboard (upper right) in existing ATMS

In the next sections, the development of two additional dashboards will be discussed. These dashboards
will summarize and use the HERE speed data in new ways as described in the original proposal.
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Traffic Ticker

The traffic ticker dashboard displays the miles of roadway that are operating under a certain speed
threshold (usually 45 mph). This dashboard is useful for looking at an entire state or region and breaking
down speed records by facility, direction, and speed. The early prototype traffic ticker dashboard is shown
in Figure 10.

Figure 10 Prototype traffic ticker

In this dashboard, a date is first selected. Usually a 24-hour period for a single day is most useful for
reviewing the speed data and how the network was operating. Next, a speed threshold is set for when
congestion is likely to have occurred. While 45 mph is the standard threshold, a lower value (e.g. 25 mph)
would provide more certainty about congestion or anomalies happening. Recalling the speed records (see
Table 1), when the median observations for a segment are under the threshold, then that segment length
is included in the miles of congestion (miles affected in Figure 11 through Figure 15). These charts can be
used daily to track freeways across the state and gauge how congestion is doing. Perhaps one of the most
interesting uses will be for winter weather conditions. In the next section, a case study is shown for a
special event traffic scenario.
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Case Study - The University of Alabama vs Louisiana State University (11/9/19)

To demonstrate the final traffic ticker product, November 9, 2019 will be used as a case study. This
Saturday was a special event football game at the University of Alabama. In Figure 11, the traffic ticker is
used to show all freeways in Alabama across all regions. The worst time of the day was 20:15 when over
30 miles of freeway was below the congestion speed threshold of 45 mph. Note that the colors in this
graph represent different speed intervals below the congestion level.

11192019
45 mph

Speed Intervals
=

Miles Affected

Figure 11 Traffic ticker (all freeways, all regions, varying congestion thresholds by speed)
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In Figure 12, the data is divided by region. East Central Region had a steady portion (approximately 3
miles) of freeway that remained below 45 mph due to the Central Business District project. More to the

point of the case study, West Central Region had congestion conditions during the AM period from 8:30-
11:45 and the PM period from 18:00-22:30.

11812019

45 mph

Miles Affected

Figure 12 Traffic ticker (all freeways, grouped by region, congestion threshold set at 45 mph)

Selecting just the West Central Region, these two periods are very clearly shown in Figure 13. This

information is very useful to the West Central Region, the RTMC, and the RTOP program to monitor how
special event traffic control was handled.

1182019

Miles Affected

Figure 13 Traffic ticker (West Central Region only, all freeways, congestion threshold set at 45 mph)
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The traffic ticker also allows for the data to be grouped by freeway. Figure 14 shows the breakout of each
freeway and when there is congestion for each facility and direction.

182019

45 mph

Miles Affected

Figure 14 Traffic ticker (all regions, grouped by freeway & direction, congestion threshold set at 45 mph)

When only the freeways and directions handled in Tuscaloosa County are shown, the directional
anomalies and characteristics can be observed for this particular event (Figure 15).

11812019

45 mph

Miles Affected

Figure 15 Traffic ticker (WCR only, grouped by freeway & direction, congestion threshold set at 45 mph)

This insight is, again, especially useful for reviewing management strategies of special events.
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Delta Speed Map Dashboard

This delta speed tool is designed to detect areas of speed differential on the interstate system, which
usually signals a building queue that can lead to dangerous back-of-queue crashes. The delta speed
between two segments is the difference in speeds between the downstream and upstream segments. If
this difference is greater than 15 mph, it is shown on the map. Delta speed events are shown as circles
placed between the two segments. Recent events have a large circle, which gets smaller as the speed
recovers. The color of the circle points to the severity of the speed drop. The map makes use of
subsegments where available, to better locate a queue within a TMC segment. One other feature with
this dashboard is the ability to playback historical data. For all of the HERE speed data stored, this tool is
able to review historical incidents as shown in the following case study.

Case Study - The University of Alabama vs Louisiana State University (11/9/19)

Following the previous case study for the traffic ticker, November 9, 2019 will be used as a case study.
During this special event day, there was a small spike in congestion on 1-20/59 westbound (see Figure 15).
At 1:56PM, a speed differential occurs. Something happened on 1-20/59 westbound where speeds drop
on a downstream segment and the upstream segment remains high (favorable conditions for queuing and
secondary crashes). Figure 16 shows where these conditions first occur.

% Algo Portal %! +

(7 C (O @ algoreports.caps.ua.edu

<0 Playback = 11/9/2019, 1:56:00 PM

Speed
Differential!

62
+339

Figure 16 Delta speed playback tool: speed differential occurs
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Looking at the measured speeds for each of the two segments, the upstream speed is 59.1 mph and the
downstream speed is 28.2 mph. This speed differential is approximately 31 mph as shown in Figure 17.

Playback  11/9/2019, 1:56:00 PM

59.1-28.2 =

Figure 17 Delta speed playback tool: measuring the speed differential

After the next data interval of two minutes, an incident is automatically established for tracking. Figure
18 shows the speed differential located on the map for tracking as long as the speed differential persists.

Mlayback 11/9/2019, 1:58:00 PM

Track the

a7 Incident
K- e
3 875
b o 83
/30 oy +65
a0
4058

Figure 18 Delta speed playback tool: tracking the speed differential
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For the 1:58 observation, the speed differential is measured to be approximately 43 mph based upon
the upstream speed of 60.1 mph and downstream speed of 16.8 mph as shown in Figure 19.

Playback 11/9/2019, 1:58:00 PM

60.1-16.8 =

Track the
Incident

Figure 19 Delta speed playback tool: continue tracking and measuring the speed differential

Details of this speed differential incident are stored as shown in Figure 20 and can be reviewed to see
specific information for more accurate measurements and understanding.

1
Mayback 11/9/2019, 1:58:00 PM From 11/9/2019, 12:00:00 PM to 11/9/2019, 5:00:00 PM (») <

60.1-16.8=
43 MPH

CTek
+6.5

Figure 20 Delta speed playback tool: looking at speed differential detail data
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FHWA EDC Presentation and Interest

After reviewing these dashboards with the project advisory committee (PAC) and maintenance bureau,
this work was presented at an FHWA EDC-5 Vehicle Probe Data Peer Exchange on March 12 in St. Louis,
MO. The presentation was shared with 11 peer states and very-well received, with follow-up from several
states. The full presentation is included in the appendix and the highlight from FHWA is shown below in

Figure 21.

U.5. Department of Transpertatiol ry.
Fedeigl rh?ahwg;‘?ﬁa?’ﬂirrﬂsfrcﬁon About Programs Resources Briefing Room Contact Search FHWA T@ L 4 m in

Center for Accelerating Innovation =

Search Accelerating Innovafion -~

FHWA Home 7 OIPD [ Accelerating Innovation f Every ~ounis / Center for Accelerating Innovation

CAl Home STIC Network AID Demonstration AMR Program Resources

(& . \Weekly Newsletter
Keeping You Informed about every day counts

Stay Connected

EDC News - August 13, 2020

« Innovation of the Month: Focus on Reducing Rural Roadway Departures : i
: - Sign up to receive EDC

+ Alabama Measures Cost of Delay using Vehicle Probe Data News Innovator newsletters

« Did You Miss It? -FHWA Innovation Conversations and other information.

Figure 21 FHWA Newsletter about Alabama Probe Data Work
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Incident Analysis

After the dashboards were developed, the data storage procedures were in place to start analyzing each
incident. One key component was a way to measure the impact of each incident, including the duration
of the incident, the queuing distance of the incident, and the severity of the drop in speed. A new scoring
system was used and called the Speed Differential Mile Hours (SDMH).

Speed Differential Mile Hours

The SDMH concept was previously described by Hainen, Jones, and Zephaniah. This measure is consistent
with what other researchers have used (Wang Z. et al., 2018). It is computed using historical speed data
to estimate the SDMH as defined by Equation 1.

My tr
Zm; 2, (FFSi=Speedm,)
60

SDMH = { } * miles (1)

Where m; and m; indicate start and end milepost over a specific segment, t; and t; are the initial and
end time stamps over a specific duration, and FFS; is the free flow speed at road segment i. The SDMH
is calculated by analyzing a segment upstream of a crash location following a crash event using six-step
process described below:

e Step 1 - collect traffic speed data for the segment where the crash event occured.

e Step 2 — estimate reduction in free flow speed (per mile per minute ).

e Step 3 —sum the reduction in free flow speed over time and space (for each minute and
segment length).

e Step 4 —divide the reduction in free flow speed per mile per minute by 60 to obtain the
reduction in speed per mile per hour per segment.

e Step 5—sum up the values obtained in Step 3 which gives the speed differential mile minute.

e Step 6 —divide value obtained in Step 5 by 60 to obtain the SDMH (in hours).

The methodology discussed above is consistent with shockwave propagation approach for estimating the
spatiotemporal impact of traffic incidents (Wang Z. et al., 2018) which describes the gradual propagation
of traffic speed through the shockwaves. To illustrate the process, Figure 1 depicts two typical applications
of this this process. Figure 1a shows how the process is followed step-by-step to calculate an SDMH of 0.5
and provides a visual image of the time-space domain. Figure 1b, then illustrates how a more intense
speed reduction upstream results in a larger SDMH being calculated — in this case and SDMH of 13.
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Figure 1 Estimation of the SDMH for a crash event
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SDMH Tool

With a systematic and qualitative scoring methodology in place, a tool was developed to retrieve this

information for each incident and crash. This tool is available at the following location:
https://sdmh.aladata.com/.

Month: | 8 V|Year:|202l}V|

|2020—08-06T11:53:16 - 1-10 at Exit 35/Daphne (Crash | Qverturned Yehicle)

Hours before: |2 Hours after: (2 Miles before: 1

Miles after: -

Hours before (scoring): |0 Hours after (scoring): - Iiles before (scoring): IMiles after (scoring):

1216270 1-10 (E) at E)(It 35/Daphne at MP 35. 07

QR

40

301

Figure 22 SDMH tool showing an example incident with an SDMH score of 8101.8
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https://sdmh.aladata.com/

Modeling Incident Duration and Assessing Incident Clearance Times

With all the data previously discussed, the final tasks included the modeling of mobility impact from
incidents and then the interpretation and write-up of model findings. The following work is a paper led by
N. Islam and A. Hainen which examines the TIMs clearance times for incidents on Alabama freeways.

Traffic congestion caused by incidents is a major problem in the freeways (Hou, et al., Modeling freeway
incident response time: A mechanism-based approach, 2013). As the duration of a freeway incident
increases, it increases the probability of secondary accidents, severity of traffic congestion levels,
traveler delays, travel time variability, negative social and economic impacts, air pollution and fuel
consumption (Alkaabi, Dissanayake, & Bird, 2011; Ghosh, Savolainen, & Gates, 2014; Hojati, Ferreiraa,
Washington, Charles, & Shobeirinejad, 2014). Traffic Management Centers (TMCs) are often tasked with
monitoring and responding appropriately to minimize the incident duration and to alleviate the impact
of traffic incidents (Hou, et al., 2014; Ding, Ma, Wang, & Wang, 2015). To achieve this goal, it is
important for the TMCs to understand the impact of incidents on traffic congestion and the contributing
factors that effects the incident duration. A better understanding of the influential factors on incident
duration can help the TMCs in assigning suitable incident management resources to a certain incident.
Also, operational changes in current incident management procedure can be identified to improve
incident response and clearance times (Hojati, Ferreiraa, Washington, Charles, & Shobeirinejad, 2014;
Hou, et al., 2014).

The Highway Capacity Manual has divided the incident response timeline into four phases. These phases
include (1) detection time: the time between the incident occurrence and incident reporting time, (2)
response time: the time between the incident reporting time and the time that the first responder arrives
on the scene, (3) clearance time: the time between the arrival of the first responder on the scene and the
moment when the incident has been cleared from the highway, and (4) recovery time: the time taken for
traffic flow to return to normal after the incident has been cleared (Manual, 1994). These phases are
illustrated in Figure 23. Among these phases, the incident clearance time is the focus of this paper, as it is
a critical phase which can be directly controlled by the Traffic Management Centers (TMCs).

Incident | Incident [ Response _Response | Incident| [Normal Flow|
Occurs Reported Dispatched Arrives Cleared Returns

<Preparation Time>< Travel Time >
<Detection Time> < Response Time > < Clearance Time > <Recovery Time

< Incident Duration

A4

S

Figure 23 Phases of Incident Duration.
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Over the last few decades, several researchers analyzed incident duration and explored the affecting
factors using different statistical models. (Nam & Mannering, 2000) used hazard-based duration models
to analyze the incident duration in terms of detection/reporting time, response time, and clearance time
by using freeway incident data of Washington State. Their analysis proved that hazard-based duration
models are appropriate in analyzing incident duration data. The study showed that incident type, day of
the week, month of the year, weather condition, location of the incident, peak time, and presence of
shoulder had significant effect on incident duration times. (Alkaabi, Dissanayake, & Bird, 2011) examined
incident duration by using fully parametric accelerated failure time (AFT) hazard-based duration model by
using data from the city of Abu Dhabi, UAE. The results of this study showed that various incident
characteristics significantly affect incident clearance time, including incident type, severity of incident,
weather condition, location, month of the year, number of vehicles involved and so on. The authors also
used the fully parametric AFT hazard-based duration models to analyze effect of the influential factor on
incident response time in their further research work (Alkaabi, Dissanayake, & Bird, 2012). They found
that incident type, location of the incident, day of the week, and month of the year had significant
influence on incident response time.

(Hojati, Ferreira, Washington, & Charles, 2013) explored the effects of various factors related with the
type of incidents on incident duration. Twelve months of Austrian freeway incident data were analyzed
by developing parametric accelerated failure time (AFT) survival models for incident duration, which
included log-logistic, lognormal, fixed and random parameters Weibull and Weibull model with gamma
heterogeneity. The results showed that incident severity, incident type, towing requirements, location,
time of day, and traffic characteristics of the incident had significant impact on incident duration. The
authors expanded their analysis further by using the parametric AFT survival model with fixed and random
parameters specifications to analyze the unobserved heterogeneity of the incident detection and
response time (Hojati, Ferreiraa, Washington, Charles, & Shobeirinejad, 2014). The study showed that
incident characteristics (i.e., severity of the incident, type of the incident), infrastructure characteristics
(i.e., presence of shoulder), temporal characteristics (i.e., time of the day) and traffic characteristics (i.e.,
peak time) significantly affected the incident detection and response time.

(Hou, et al., 2013) proposed a mechanism-based approach to model incident response time and to explore
the influential factors of incident response time based on the performance of the incident response truck
(IRT). Using the Washington State Incident Tracking System (WITS) data and dual-loop detector data, the
authors found that injury involved, shoulder/medial involved, heavy truck involved, disabled vehicles
involved, weekends, and debris were factors associated with longer response time. However, collision,
work zone involved, HOV lane involved, fire involved, abandoned vehicles involved, all travel lanes
blocked, winter, summer, AM peak, PM peak, and average annual daily traffic (AADT) were identified to
shorten incident response time. The authors also developed a non-proportional hazard-based duration
model to analyze the incident clearance time and the time-varying effects of contributing factors on
incident clearance time (Hou, et al., 2014). The authors found that five factors (Washington State Patrol
involved, average annual daily traffic, fire involved, injury involved, and summer) had significant constant
impact on the incident clearance time. Seven variables (disabled vehicles involved, single lane blocked,
multiple lanes blocked, collision, short response time, medium response time, and long response time)
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were found to have significant time-increasing influence and six variables (abandoned vehicles involved,
heavy truck involved, debris, traffic control, weekends and night time) were observed to have time-
decreasing effects on incident clearance time.

(Ghosh, Savolainen, & Gates, 2014) examined freeway incident clearance time taken by the Michigan
Department of Transportation Freeway Courtesy Patrol and the effects of the influential factors by using
the southeastern Michigan freeway incident duration data. The authors used a series of fully parametric
hazard-based duration models to explore the factors affecting the freeway incident clearance time. The
results showed that time of the day, month of the year, seasonal variation, traffic characteristics,
geometric characteristics, and incident characteristics were significantly impacting the incident clearance
time. (Ding, Ma, Wang, & Wang, 2015) used a switching regression model and a binary probit model to
analyze the influential factors in incident response and clearance time. Using the Washington State
freeway incident data, the authors conclude that incident type, geographical, temporal, environmental,
operational and traffic characteristics had significant impact on incident response and clearance time.

Over the course of these studies, freeway incident management programs have become more common
in managing freeway incidents. Traffic Management Centers (TMCs) have shown their dependency on
these programs to respond quickly and safely as possible to incidents. Many previous studies had
identified various factors, including incident types, temporal factors, environmental characteristics,
infrastructure or geometry of the roadway, traffic condition and operational characteristics, impacting
incident duration in terms of detection time, response time and clearance time. As for operational
characteristics, the freeway service patrol area coverage has yet to be examined as an important
influential factor affecting incident clearance time. In this paper, the existing coverage of the Alabama
Service and Assistance Patrol (ASAP) program has been considered as an important influential factor on
freeway incident clearance time.

Goals and Objectives

The goal of this paper is to measure and understand the impact of Alabama Service and Assistance Patrol
(ASAP) on incident clearance time. The objectives of this paper include (1) to pair and analyze TMC
incident data with crash data, (2) estimate a duration model for incident clearance time, and (3) assess
the factors that contribute to incident clearance time. This study uses a fully parametric hazard-based
duration model to statistically analyze the factors that affect the incident clearance time. The novelty of
this paper is the inclusion of additional ASAP coverage area information in the duration models. The
contribution of this paper is to provide a better understanding of the factors that contribute to the
incident clearance time and to provide a quantitative estimate of the impact of ASAP programs.

Data

Four different datasets were used to achieve the goal and objectives of this paper. The first dataset
includes 18,275 highway crashes collected from the Center for Advanced Public Safety (CAPS), an
interdisciplinary research center at The University of Alabama for the calendar year 2018. The second
dataset comprises 7,323 highway incidents recorded by Traffic Management Centers (TMCs) for the year
of 2018. These two datasets were joined using the attributes date, time, road name, direction of travel
and location, which linked 2,206 crashes and incidents. The third dataset includes the average annual daily
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traffic (AADT) data for the calendar year 2018 collected from ALDOT. The final dataset contains the
existing Alabama Service and Assistance Patrol (ASAP) information gathered from ALDOT, which is the key
attribute in this paper (Figure 24). Each incident was determined whether the location occurred within
the service patrol region (Figure 25) or not. It should be noted that incidents within the ASAP area may
not have necessarily had the ASAP arrive to the location first or at all. In the future, additional logs and
records will further help to understand the impact.

Iy

Matched

Figure 24 Flowchart of Data Processing.

After joining these four datasets, 88 potential independent variables were created to analyze and assess
the effects of these variables on the incident clearance time. These variables can be divided based on
incident types and characteristics, environmental effects, traffic characteristics, operational
characteristics, temporal effects and geographic characteristics. The final sample included 2,206 crashes
and incidents occurring on freeways in Alabama.
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Methodology

Considering the large variance in the incident clearance time, a statistical method is warranted to
understand the duration problem. Hazard-based duration models are statistical models which are well
suited for modeling duration data. The models are used to analyze the conditional probability of a time
duration that continued until time t, given that the duration has ended at the time t (Washington,
Karlaftis, & Mannering, 2011). Hazard-based duration models are extensively used in biostatistics,
economics, engineering, and social sciences for analyzing the duration of a specific event (Hensher &
Mannering, 1994; Nam & Mannering, 2000; Washington, Karlaftis, & Mannering, 2011). In this paper, a
hazard-based duration model was used to understand the additional information of the underlying
duration of incidents.

In studying incident duration data, the variable of interest is the length of time between the arrival of the
first responder at the scene and the opening of all lanes, which is defined as the incident clearance time.
The incident clearance time in hazard-based model is a continuous random variable T, with a cumulative
distribution function F(t), which is called the failure function, probability density function f(t), survival
function S(t), and hazard function h(t). The cumulative distribution function F(t) for the incident clearance
time (T) is defined in the following equation, where P is the probability that the incident clearance duration
being greater than some specified time t.

F(t)=P(T<t) (1)

The probability density function f(t), which is the derivative value of the cumulative distribution function
F(t), is defines as

dF(t) (2)

fO=—-

The hazard function h(t) gives the rate at which the incident clearance times are ending at time t, given
that they have not ended prior to time t (Washington, Karlaftis, & Mannering, 2011).

f@® (3)

R (G

Conversely, the survival function, S(t), is the probability of the duration being greater than or equal to
some specific time t.

S@)=P(T=t)=1-F(t) (4)

The derivative of h(t) will indicate if the probability of an incident clearance time is increasing, decreasing
or remain constant as t changes which can depend on the incident types and other attributes of the
incident. Proportional-hazard model have been popular in accounting for the attributes which are
influential to the incident clearance time (Washington, Karlaftis, & Mannering, 2011). Therefore, a
statistical model can be incorporated using the proportional-hazard approach:
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h(t|X) = hy(t)efX (5)

where hg(t) indicates the baseline hazard function and ePX represents the effect of explanatory factors
on the hazard. X is the vector of external influential factors and 8 is the vector of estimable parameters.

In estimating Eq. (5) with fully parametric model, a variety of parametric forms of the underlying hazard
function can be used, which includes exponential, log-logistic, Weibull, and so on (Nam & Mannering,
2000; Washington, Karlaftis, & Mannering, 2011). The Weibull distribution allows the hazard function to
be monotonically increasing or decreasing (indicating the probability of an incident clearance-time
duration ending increases or decreases over time) (Washington, Karlaftis, & Mannering, 2011; Hainen,
Remias, Bullock, & Mannering, 2013). With parameters | > 0 and P > 0, the Weibull distribution has the
hazard function,

h(t) = AP)(A)"! (6)

The original proportional-hazard approach assumes that the baseline hazard function hy(t) is
homogeneous for each observation. However, there is a possibility of unobserved heterogeneity in
analyzing the incident clearance time using hazard-based duration model. (Washington, Karlaftis, &
Mannering, 2011) showed that the most popular approach to examine heterogeneity in fully parametric
models, is to introduce a heterogeneity term, gamma over the population. Therefore, the Weibull model
with gamma heterogeneity with mean 1 and variance 0 is:

(AP)(at)P~1 (7)
h(®) = 1+ 0(At)P

In this study, the Weibull model with gamma heterogeneity is used to analyze the incident clearance time
on 2,206 crashes on Alabama highways. Numeral previous studies have been used this statistical model
to assess the incident duration data and therefore, is used in this paper for direct comparison. All statistical
analyses are performed using NLOGIT 5.

Results

The parameter estimates of the Weibull model with gamma heterogeneity on highway incident clearance
time are provided in Table 3. The t-statistic is included in the table to indicate the statistical significance.
All the variables are statistically significant at 95% level of confidence. The positive value of the parameter
estimate indicates the decrease in the hazard function and the increase in the incident clearance time.
Eighty-eight potential independent variables were examined on 2,206 highway incidents, including
incident types and characteristics, environmental effects, traffic characteristics, operational
characteristics, temporal effects and geographic characteristics. Seventeen variables are found to have
significant effect on the duration of the incident clearance time. The effects of such significant variables
are discussed in detail in the following discussion section and will be compared with previous findings.
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Table 3 Weibull model with gamma heterogeneity estimation results for incident clearance time

. Estimated .

Variables t-statistic
Parameter

Constant 3.593 33.97
Incident characteristics
Fire response (1 if yes, 0 otherwise) 0.196 5.44
Hazardous materials response (1 if yes, O otherwise) 0.917 3.11
Comme'rC|aI motor vehicle (CMV) involved (1 if yes, 0 0.388 6.77
otherwise)
Fatality involved (1 if yes, O otherwise) 0.689 5.23
Seat belt involved (1 if yes, 0 otherwise) -0.144 -3.41
Number of vehicle(s) involved 0.161 6.77
Vehicle towed (1 if yes, 0 otherwise) 0.373 11.06
On-road (1 if yes, 0 otherwise) -0.195 -4.30
Overturn (1 if yes, O otherwise) 0.201 2.24
Temporal characteristics
Nighttime (1 if yes, O otherwise) 0.081 2.33
Winter (December, January, February) 0.073 1.96
Peak hours (1 if incident occurred between 7 AM — 9 AM
and 4 PM - 6 PM, 0 otherwise) -0.085 274
Traffic characteristics
Average annual daily traffic (AADT) -0.005 -8.66
Number of lanes in the trafficway (1 - 6) 0.044 3.91
Operational characteristics
Detection Time (in minutes) 0.010 2.67
Police involved (1 if yes, O otherwise) 0.264 4.44
ASAP area (1 if yes, 0 otherwise) -0.218 -5.10
Model structure parameters
Sigma (distribution parameter) 0.495 37.93
Theta (heterogeneity) 0.405 8.72
Log-likelihood at convergence -2280.013 -
Number of observations 2206 -
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Figure 26 represents various functions for the incident clearance time. The blue solid line indicates the
survival function for the raw data, whereas the red short-dotted line shows the survival function for the
estimated model. From Figure 26, it is found that the raw and estimated survival functions are very close
to each other, indicating that the model fits the data quite well. The green long-dotted line shows the
estimated hazard function for the incident clearance time. The estimated value of t at the inflection point
is 76 minutes for the hazard function, which indicates that the incident duration is likely to be increased
after 76 minutes. In other words, the P value greater than one for the hazard function of the analyzed
incident clearance time suggests that the rate of incident ending decreases after 76 minutes.

100% 0.040
| ——RAW SURVIVAL - - -ESTIMATED SURVIVAL — —ESTIMATED HAZARD |

75% I 0.030

50% I 0.020

Percent Survival
aley pJezeH

25% I 0.010

0% 0.000

Duration (Minutes)

Figure 26 Survival and Hazard Functions for Incident Clearance Time.

Discussion

Incident characteristics

The variables which are grouped in the incident characteristics includes involvement of fire, hazardous
material, presence of coroner, severity types (injury, fatality, property damage), number of vehicle(s) and
person(s) involvement, incident types (collision with vehicle, overturn, barrier involvement, on road or off
road incidents) and so on. Looking at the model results using 2018 highway incident data, if fire response
(coef = 0.196, t = 5.44) was involved in the incident, this variable was found to have increased incident
clearance time. The involvement of the fire truck response to incidents usually requires more time to clear
the incident as traffic across all lanes is stopped. This finding of increased clearance time is consistent with
the research works conducted by (Hou, et al., 2014) and (Ding, Ma, Wang, & Wang, 2015). Incidents
involving hazardous material response (coef = 0.917, t = 3.11) were found to be associated with longer
incident clearance times, which is consistent with the previous research works from (Nam & Mannering,
2000) and (Hojati, Ferreira, Washington, & Charles, 2013). Fuel spills, hazardous material spills, and other
types of incidents which require additional care will require additional time. While these findings are
intuitive, this modeling methodology serves as a valuable and holistic tool to identify these key factors
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and which should be considered in response plans as parameters that may provide opportunity to reduce
incident clearance times.

The variable for commercial motor vehicle involved (CMV) (coef = 0.388. t = 6.77) was found to have a
positive parameter estimate, which indicates an increase in the incident clearance time. This is expected
as incidents involved with CMV are complex and often require time-consuming recoveries. If the incident
is involved with any fatality (coef = 0.689, t= 5.23), it was found to significantly increase the incident
clearance time. The incidents with fatality tend to be more severe and require more time to document
and process as the response teams have to work with different agencies such as police and EMS. This
finding agrees with the many previous research works (Nam & Mannering, 2000; Lee & Fazio, 2005; Chung,
2010; Alkaabi, Dissanayake, & Bird, 2011).

The parameter estimate for seat belt (coef = -0.144, t = -3.41) was found to be associated with shorter
clearance time. Seat belt use tends to reduce the severity of an incident which results shorter clearance
time (Kashani, Shariat-Mohaymany, & Ranjbari, 2012). The parameter estimate for the number of
vehicle(s) (coef = 0.161, t = 6.77) was found positive, which indicates that as the number of vehicle(s)
increases, the duration of clearing the incident also increases. This result is expected as additional vehicles
involved leads to longer incident clearance time. The variable indicating that a vehicle was towed (coef =
0.373, t = 11.06) was found to have positive parameter estimate, which indicates an increase in clearance
time. This finding is consistent with the previous research (Nam & Mannering, 2000; Hojati, Ferreira,
Washington, & Charles, 2013).

Incidents occurring on-road (coef = -0.195, t = -4.30) as opposed to the shoulder or off of the roadway
were found to have a negative parameter estimate, which indicates a decrease in clearance time. The
incidents occurring on the roadway (as opposed to incidents which ended up outside of the travel lanes)
is more likely to cause one or more lanes to be closed. Therefore, the traffic incident management
agencies provide rapid response to these types of incidents to reduce the possibility of more intense
congestion. The blocking of traffic is more quickly detected and increases the probability of drivers
reporting the incident. If overturning (coef = 0.201, t = 2.24) of a vehicle occurred in the incident, it was
found to be associated with longer clearance time. The incidents involving overturned vehicles tend to
have higher severities and require substantial effort in removal or up-righting of the overturned vehicles.
The traffic incident management agencies have to work with police and first responder departments,
which results longer clearance time.

Temporal characteristics

The temporal characteristics in the model include the time of the incident (daytime or nighttime), the
seasonal variations, different peak and off-peak time, day of the week, month of the year, weekdays,
weekends and so on. If the incident occurred at nighttime (coef = 0.081, t= 2.33), it was found to be
associated with longer clearance time. This might be because of the lower availability of the response
team and additional complications with working at night. This result is consistent with the research works
conducted by (Nam & Mannering, 2000), (Ghosh, Savolainen, & Gates, 2014), but inconsistent with the
works conducted by (Hou, et al., 2014) and (Ghosh, Savolainen, & Gates, 2014).
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The incidents which occurred in winter (coef = 0.073, t= 1.96) was found to have positive parameter
estimate which indicates increased clearance time. This might be because of the inclement weather or
buildup snow on the shoulder (Ghosh, Savolainen, & Gates, 2014), therefore, it takes more time to clear
the incident. The peak hours parameter estimate (coef =-0.085, t =-2.74) was found to be associated with
shorter clearance time. Daily traffic peak hours are important and therefore for the traffic management
agencies respond to incidents as quickly to alleviate the any additional traffic congestion. This finding
coincides with the research works conducted by (Alkaabi, Dissanayake, & Bird, 2011; Ding, Ma, Wang, &
Wang, 2015; Hojati, Ferreiraa, Washington, Charles, & Shobeirinejad, 2014; Hou, et al., Modeling freeway
incident response time: A mechanism-based approach, 2013; Jones, Janssen, & Mannering, 1991).

Traffic characteristics

For traffic characteristics, average annual daily traffic (AADT), truck annual daily traffic (TADT), percent
truck annual daily traffic (PTADT), number of lanes in the trafficway, etc. were analyzed to measure their
effects on the incident clearance time. The factor of average annual daily traffic (AADT) (coef =-0.005, t =
-8.66) was associated with decreased clearance time. The freeways with higher AADT indicates the
importance of the freeway with higher traffic demand. Therefore, the traffic incident management
agencies seem to appropriately provide response priority to the freeways with higher AADT to avoid more
traffic congestion which results shorter incident clearance time. This finding is consistent with many
previous research works (Jones, Janssen, & Mannering, 1991; Hou, et al., 2013; Ding, Ma, Wang, & Wang,
2015). The infrastructure characteristic for number of trafficway lanes (coef = 0.044, t = 3.91) was found
to have positive parameter estimate which indicates increased clearance time. This indicates that if the
number of lanes in the trafficway increases, it increases the clearance time. More lanes may complicate
temporary traffic control and therefore takes more time to clear the incident.

Operational characteristics

Detection time, verification time, response time, police involvement, and existing Alabama Service and
Assistance Patrol (ASAP) area were examined to assess the influence of operational characteristics on the
incident clearance time. As for operational characteristics, the variable for detection time in minutes (coef
=0.010, t = 2.67) was found to be associated with longer clearance time. This is expected as any blockage
causing queuing for a longer time will take more time for the traffic incident management agencies to
respond to the incident which leads to longer clearance time. The factor for police involved (coef = 0.264,
t = 4.44) was found to have a positive parameter estimate. This is likely reflecting the nature of police
responding to relatively severe incidents which would naturally require police attending to the scene. This
finding is consistent with the research conducted by (Hou, et al., 2014), which showed that police
involvement tends to increase the clearance time.

Lastly, the inclusion of the freeway service patrol is a major emphasis and novelty for this work. The
variable ASAP (coef = -0.21845, t = -5.10) was found to be associated with shorter clearance time. If an
incident occurs in the ASAP patrol area, the ASAP can quickly detect it. Therefore, the traffic incident
management agencies get informed fast resulting lower response time, which leads to decreased
clearance time. This finding is consistent with the research work performed by (Hou, et al., 2014). This is
very encouraging for the agency freeway service patrol and demonstrates how to appropriately measure
the effectiveness of these programs. If crashes were analyzed with a simpler approach (for example, a
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traditional t-test for incidents in the patrol area compared to incidents outside the patrol area), a potential
omitted variable bias could lead to false conclusions. A holistic model appropriately includes all attributes
as shown in this work.

Incident Analysis Conclusions

In the past, many research efforts have gone into staying incident clearance time. With the increasing use
of highway service and assistance patrol, this paper is an extension to include additional information
regarding these programs. This paper describes the analysis of the incident duration data of the state of
Alabama highways during the period January 1, 2018 to December 31, 2018. Four different datasets were
collected from CAPS, TMCs and ALDOT including ASAP area coverage information for the highways. A fully
parametric hazard-based duration model has been analyzed and was demonstrated to be an appropriate
methodology for this type of data. To address the heterogeneity problem, a Weibull model with gamma
heterogeneity has been examined.

In this incident analysis, the model findings indicate that a total of seventeen variables significantly effects
the incident clearance time. For this study, four groups of conclusions were found. First, for the incident
characteristics, seven factors (fire, hazardous materials, commercial motor vehicle, fatality, number of
driver(s), vehicle towed, and overturn) are found to be significantly associated with longer incident
clearance time. Meanwhile, two variables (seat belt and on-road) tend to decrease the incident clearance
time. Second, for the temporal group, both the variables (night and winter) are found to significantly
influence the longer incident clearance time. Third, two factors (AADT and peak hour) in the traffic group,
are identified to be significantly associated with shorter incident clearance time, whereas only one factor
(number of lanes) is captured to responsible for longer clearance time. Fourth, for the operational
characteristics, the two factors (detection time and police involvement) are found to be associated with
longer clearance time. The only variable (ASAP) tends to significantly decrease the incident clearance time.

It should be encouraging this point to see the beneficial impacts of Alabama’s Highway Service and
Assistance Patrol coverage. A next step should be to explore similar analyses in other states, perhaps with
additional or alternative modelling frameworks. Also, changes with spatial coverage, operational hours,
and/or the size and quantity of crews should be monitored and examined over time.
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Project Conclusions

Crowdsourced probe data is rapidly becoming a viable dataset for a variety of transportation applications.
Improvements over the traditional TMC 5-minute records continue to develop in the ways of shorter
segments, travel patterns, and signal analytics. In the distant future, connected vehicle data will provide
completely disaggregated probe data. For now, this data is a highly-scalable dataset that will help
operators understand and assess how their systems are working.

For this project, an initial set of dashboards was developed. With data collection, storage, and retrieval
procedures in place, additional dashboards could be developed according to agency needs and interests.
As more data becomes available, combining datasets to gain more insight will help to provide further
insights about travel patterns and operations. A few challenges certainly exist with combining
information. First, the conflation process to combine data is extremely challenging. Whether the data
needs to be combined in a GIS platform or through other linkages, this process is tedious and requires a
high level of error checking. Once the data is combined, analyzing the data also requires careful
approaches. Simply filtering incidents or crashes or other observations on a single variable (e.g. urban vs.
rural or night vs. day) is insufficient compared to developing appropriate models. Storing the data is also
quite challenging, both with the collection processes and the database size and management.

While all of these challenges were successfully mitigated in this research project, there are commercial
products which may be better alternatives. The Iteris ClearGuide platform has much promise. The
University of Maryland’s / CATT Lab’s RITIS platform is certainly a mature product. The maintenance
bureau has been investigating these alternatives, and further exploration should be continued. The
tradeoff between customized research project-oriented dashboards or more widely-available offerings
from vendors will be an involved decision to make.

In the future, while additional transportation systems hardware will continue to be deployed,
commercially available crowdsourced probe data will certainly augment any analyses or reports. The crash
data and RTMC incident data will be key in providing independent variables to understand each incident
on the roadways. Ultimately, combining all of this data with volume data to quantify the costs to travelers
will help with benefit-cost ratios for programmatic and operational decisions.
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Appendix A - Slides from FHWA EDC-5 Vehicle Probe Data Peer Exchange

A
Probe Data for Traffic Management

Alex Hainen, The University of Alabama
Presented on behalf of

The Alabama Department of Transportation

” b‘

Agenda — Alabama DOT Probe Data

* Procuring Data * Using Data
— INRIX 2014 - HERE 2016 1. Football Traffic Ticker (McNamara)
— Statewide Mobility Report 2. Tracking Incidents (Li)
3. Scoring incidents
* Processing and Managing Data 4. 1-10 Cost of Doing Nothing (ATI)
— Real-time XML storage 5. Signal Work (Not great...)

— TTI Conflation Process
* Next Steps
— Signal BSM (...but this is awesome!)
— Inrix Signal Analytics?
— ADT from Probe Data?
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Section #1 — Procurement ﬂ
FHWA Every Day Counts Round 5 - Crowdsourcing for Operations Program

Questions Possible Response Elements

Vehicle probe data source HERE
What facilities / how many miles? All highways and major arterials
Purchasing real time data, only Real time since 2016

archived data, or both?

What is the duration of the Annual with renewals
commitment with the probe provider?

Have you used other sources in the Yes, INRIX for select counties. Price.
past? Why switch?
Any lessons on data procurement? Difficult to switch platforms from one to another with

proprietary data (HERE dynamic subsegments vs. INRIX XD)

Alabama Crowdsourced Data (2014) A
Old; ALDOT currently has state-wide coverage of HERE data

Alabama =~10K Freeway Segments Example of one 1-minute TMC Record
= S A . 70 i .

oréns:

102405474 (External) e
Thu Aug 7 2014 8:23 AM ey
(com)

Direction: Northbound
Length: 9.25 miles

Speed: 36 mph
Hist. Average: 52mph
Free Flow: 56 mph
Travel Time:

10,00 Segments
365 Days/Year
x_1,440 Minutes/Day

~5.2 Billion Records
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Alabama Statewide Mobility Report 2014

By

Alox Hainen
Michael Dunn

2

Alabama Statewide Mobility Report 2014

¥

Full Inrix coverage of freeways; Graphical summaries for each interstate

Construction,
The University of Alabama
Tuscaloosa, Alsbama

Prepared by

UTCA

and Tha Universty of Alabama in Huntsvile
UTCA Report Number 14413
‘September 2015

The Univecsity of Alabama, The University of Aiibama at Brmingharm,

@
i Exit descriptions and other points of interest
iV, Each month shows the worst 100 bours of speeds

13

Southbound Milepost

=

Alabama Statewide Mobility Report 2014
Detail of I1-65 Southbound Speed Profile Graph (Worst 100 Hours Each Month)

Jan Feb Mar Apr

360
350
340
330
320
310
300
290
280
270
260
250
240
230
No Data ! 0-14 MPH ! 15-24 MPH

May Jun Jul Aug Sep Oct Nov

B 2538 mpH [ 35-44 mpH [] 45-54 MPH

Dec

A

TN State Line

Exit 351: US 72
(Athens)

Exit 334: SR 67
(Priceville)

Exit 318: US 31

Exit 308: US 278
(Cullman)

Exit 284: SR 160

Exit 261: @ @

Exit 250:
(Birmingham)
Exit 238: US 31
(Alabaster)

55-64 MPH [] 65+ MPH
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Section #2 — Data Processing, Management, and Access ﬂ
FHWA Every Day Counts Round 5 - Crowdsourcing for Operations Program

Questions Possible Response Elements

Who processes the data? Center for Advanced Public Safety

Who stores the data? Is the real-  Center for Advanced Public Safety at the University of Alabama
time data archived? The real-time data is archived

What is your data verification * Some checks with intersection information

process and scope? *  Sensys SensMetrics and SensID (WiFi / Bluetooth)

* Blyncsy Bluetooth / WiFi
What have you found, what has
changed over time?

What technologies or tools are University-developed storage. Dashboards discussed in next section.
used?

Section #2 — Data Processing, Management, and Access ﬂ
FHWA Every Day Counts Round 5 - Crowdsourcing for Operations Program

Questions Possible Response Elements

What other data is integrated with vehicle probe data? = TMC operator data, Waze, crash data, signal
data

Is the integration in real time post-processed? Both

Are there processes in place to trace the “provenance”  Logs of each insertion (one-minute)
of processed data?

Who can access the data? State DOT, Local Agencies, Support
contractors/consultants

Have you hosted any formal or informal training on use  We share peer-to-peer, we held workshops
of the data? when the data became “live” and invited local
agencies, etc.
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¥

Probe Data — Average Speeds for Each Segment (TMC)

Every minute, approximately 10,000 freeway speeds reported!

Ok Ridge

165(N)

s 5 SPEED:12MPH
7 s e 4
1 // ‘ = vtwcr'.m‘o-mx
’ / 0 Upscomd /,»;/‘ »
A — Day's Speed — Monthly Average B Monthly Range o s
)
e ’/’/

KB
Ridge

Live XML Feed of HERE Data (2017)
Capturing once a minute and storing in SQL (64GB/day)

1.xml (1)

i UA-NETAppData\LocahTemp\72042AFC:

ChUser
& CAUsers\ahsinenUA-NETAp...

<?xml version="1.0" encoding="UTF-8" standalone="true"?>
- <TRAFFICML_REALTIME UNITS="imperial" VERSION="3.2,2" CREATED_TIMESTAMP="2018-09-13T21:44:512" TMC_TABLE_VERSION="6.0" MAP_VERSION
- <FEATURES>
<FEATURE>LANES</FEATURE>
<FEATURE>FORM_OF_WAY</FEATURE>
<FEATURE>EXPRESS</FEATURE>
<FEATURE>OPEN_LR</FEATURE>
<FEATURE>DLR_AGGREGATION</FEATURE>
</FEATURES>
- <RWS MAP_VERSION="201803" TABLE_ID="1" EXTENDED_COUNTRY_CODE="A0" EBU_COUNTRY_COD!
- <RW mid="dd104fe3-70a4-48d7-993e-db2b8793d749|" PET="2018-09-13T21:44:06Z" DE="I- 75[1-85
- <FIS>
- <FI>
<TMC DE="1-85 Spllt/Exll 242" LE="0.11486" QD="-" PC="4115"/>
<CF TY="TR" TS="0" CN="0.99" JF="0.0" FF="55,30" SU="70,56" SP="55.30"/>

</FI>

Ll— 101+DDOST >

PC="4116"/>
5.30"/>

iversity Ave/Exit 244" LE="1,56059" QD="-"PC="4117"/>
<CF TY="TR" TS="0" CN="0.99" JF="0.97850" FF="54.68" SU="51.03" 5P="51.03"
.0" FF="54.68" SU="66.49" SP="55.30"/>
.29652" FF="54.75" SU="32.83" SP="32.83"/>

rvanIIExlt 245 LE 0.27719" QD="-" PC="4118"/>
="0" CN="0.9" .37818" FF="54.68" 5U="15.10" 5P="15.10"/>

38015" QD="-" PC="4119"/>
5.05" SU="12.64" 5P="12.64">

ulton St/Central Ave/Exit 246" L
'0" CN="0.99" JF="8.68736"

F="8.68736" FF="55.05" SU="12.64" SP="12.64">
s

19.42" NM="7"
11.24" NM="1,2,3,4,5,6"/>

- <S55>
- <55 LE="0.22497" TS="
<LN JF="7.80230" SU=

<LN JF="8.85509" S
</55>
<55 LE="0.15517" TS=

"8.68736" FF="55.05" SU="12.64"
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Mapping 180,000 TMCs (2017) ﬂ
2.5GB file of all the routes and establish the road network

Q

Fle €St View Bookmaks Insent Seection Geoprocessing Customze Windows Help

Naas B xi0 o b.[12583% MY EBEEE0 ey e 5

QQAULQ L €+ W-T IO BUNSS =F)

e : 59 % W - ab,

?x A Table

R AL 1 ) x
HC 60

j mo shape | Tuc | uwcio | om TRAVEL | coNTRACC] runcLAs |
) e L C
T iee 1ovvosass | varizosrre i) T
T1OINOBASH | 127100574 [F 10
| 10108458 | 1192540021 [F N
u Tiovese | varis| n
"
5 o [vowonras | 03022873
- e

Trotmoeras | yizrareses

ToweRT | TS r
TPTITeS | G4eTTES

G v
Hj v Iv T
o G v 1
] Tietoaesst | Tressasoss|F i T
5 Tiovsesst | sressszr|r v T
T10P0as31 | 763500540 |F v
B [1epoasat | Treacsnts ¢ I3 T
= Tietesasay | ieseasazolr v
e 101P04Tee | 2297748 | v
u I I
. 1 I

i

ofalalalafalsfalalulninjslululolnsloluisialslalalofalalslof ol ol afalslninlolofuo|ufulolofo]

e 8 (0ot of 183519 Selected)
o TMCGEO
@o(om > (B Resuts | @9 AvcTootte | ) Toble

82503 3495 Decimal Degeees

2 x

>x

TTI (Lomax) Conflation Process (2018) A
Mapping TMCs and AADTs to Mileposts by Route and Direction

Q) Untited - Archisp
File Edt View Boskmarks Imet Selecton Geoprocessing Cusiemize Windows Help
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Section #3 — Using the Vehicle Probe Data ﬂ
FHWA Every Day Counts Round 5 - Crowdsourcing for Operations Program

Questions Possible Response Elements

How are you using thedata  + Traveler information (web 511, travel time on DMS, etc.) [Yes]
in real-time? Please describe + Traffic incident management (TIM) detection, back of queue, [Delta]

what and its effectiveness * Arterial management (dynamic signal progression) [RTOP]
and user feedback. * Road weather or work zone management [Winter Weather]
How are you using the « Performance reporting (reliability, delay, etc.) [SPM / RTOP]
archived data? Please * Project prioritization (estimating cost of delay) [I-10]
describe what and its * Modifying arterial management—need versus time-based retiming
effectiveness and user * More complete before/after assessments [RTOP]
feedback. * Work zone planning or contract compliance [Smart Work Zone]

+ Planning or simulation model verification [RTOP / Vissim]
How do you justify « Are there any reports/documents? [Mobility Report / Quarterlies]
investment? + How was your agency able to overcome resistance to investment?

West Central Regional Traffic Management Center A

Started in 2017, Stage Il Currently, 24-7, Probe Data Upper Right!
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First Dashboard — Traffic Ticker (2018) [Version 1.1] A
http://algoreportsdev.caps.ua.edu/ (aldot /aldot!2017)

Cangestion by Region and Time of Day

| ” H . ]
1 1-01-1 i I «2sx22008% Al RSN NENSE N NN NNRERNRENENE [ | il 1 11
[Ty S S T ——p T —
Congestion by Route and Time of Day
1
-1
i .
l L
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] [ ] l I ] I
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_nin . | II H ' =l i i
poern 0 Beginlty ¢ ol | DA BRRRENERT . cam.-e L} -l
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Case Study #1: Football Traffic (McNamara's Ticker)

Miles Affected

Total Miles of Freeway Operating Below a Defined Speed [11/9/19]

HERE Speed Charts — Speeds Below a Threshold (45MPH) A

11792019
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Case Study #1: Football Traffic (McNamara's Ticker)

Miles Affected

HERE Speed Charts — Speeds Below a Threshold (45MPH)

Grouped by Region — West Central Region Impact

1192019

Case Study #1: Football Traffic (McNamara's Ticker)

Miles Affected

HERE Speed Charts — Speeds Below a Threshold (45MPH)

West Central Region Only

11792019

45 mph

¥
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Case Study #1: Football Traffic (McNamara's Ticker)

Miles Affected

Categorized by Interstate and Direction

HERE Speed Charts — Speeds Below a Threshold (45MPH) A

| ; -
- 1 I, ’ ﬂ

i i y ﬁ
- Eﬁ—- -2 N AENRS ’ | ) B | p_.g—mﬁn
- 4 | isiiiget M - ‘ Qqﬂrrﬂ ’.g;,i ]
mﬂﬁmn?ﬂtﬂmﬁmmﬁHMmmmmmméﬂmmﬁm“ ] ﬂ.m 1 B Mqﬂ Wﬂmﬂ miélﬂifﬁ m“ﬁ]m

Case Study #1: Football Traffic (McNamara's Ticker)

Miles Affected

HERE Speed Charts — Speeds Below a Threshold (45MPH) A

All Interstates in West Central Region / Tuscaloosa County

x4+

“HJ ﬂmmﬁﬁmm Iﬂmmmﬁmmwmmﬁmmﬂ” rﬂmmnnlm
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Case Study #2: Tracking Incidents (Li’s Delta Speed)

Delta Speed — Automated Speed Differential Detection A
1:56PM — Speed Differential Observed

D) Playback  11/9/2019, 1:56:00 PM

g Speed

Differential!
B 83> %n s
6%‘ 28
a3
s Lo o
% /W
8" —
4.7

+339

Case Study #2: Tracking Incidents (Li’s Delta Speed)

Delta Speed — Automated Speed Differential Detection A
1:56PM — Speed Differential Measured

0) Playback  11/9/2019, 1:56:00 PM

59.1-28.2=
31 MPH
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Case Study #2: Tracking Incidents (Li’s Delta Speed)

Delta Speed — Automated Speed Differential Detection A

=y

1:58PM — Speed Differential Tracked

Track the

Incident

BO.groww
-FA

-

Case Study #2: Tracking Incidents (Li’s Delta Speed)

Delta Speed — Automated Speed Differential Detection A

60.1-16.8 =
43 MPH

1:58PM — Speed Differential Remeasurement

Track the
Incident

A
ps

2

L

23

(%)
0

/ +65
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Case Study #2: Tracking Incidents (Li’s Delta Speed)

Delta Speed — Automated Speed Differential Detection A
1:58PM — Traffic Flow Issue (1 of 4)

. _[e01-16.8=
. | 43 MPH e
g it
%’/’oﬁ‘ ——
/ +65

Case Study #2: Tracking Incidents (Li’s Delta Speed)

Delta Speed — Automated Speed Differential Detection A
1:58PM — Upstream Speed (2 of 4)

60.1-16.8 =
43 MPH

A
ps

2

L

23

(%)
0

/ +65
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Case Study #2: Tracking Incidents (Li’s Delta Speed)

Delta Speed — Automated Speed Differential Detection A
1:58PM — Downstream Speed (3 of 4)

60.1-16.8=
43 MPH

I I Y ]

Analytical Scoring — Speed Differential Mile Hours A

Adding up each segment speed differential for each unit of time

Scoring Incidents

.
.

Case Study #3

Speed Speed
Differential Differential
g 52332885 gg g Me M
Mile\Time g Mile\Time & & & & & o o & o o o  Minutes Hours
110 110
100 100 (-’-':’-" y
108 108 10|20 10 170 2.83
107 107 10|15 |20 25| 5 160 2.67
106 106 10 | 15|25 35| 5 130 2.17
105 105 10|20 |25 5 100 1.67
104 104 5 (15]|20)|30(35 |10 115 1.92
103 103 10(10(20|25 |10 75 1.25
102 102 1515 | 5 25 0.42
101 101 i |5 5 0.08
100 100 | (et 2,)
Incident Total Speed Differential Mile... 780 13
..Minutes  ...Hours
Segment Speed (Miles per Hour) Drop in Speed (Miles per Hour)
Sampled eaclt miimrte over I-mile segments o e
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Crashes and Incidents: Measuring / Quantifying Impacts

..

TMC Log: this is a very rich dataset to exp/ore with regards to mob///ty

, 18757

18756
18755

18750

18726

18725

18724

4
4
4
o
'S
4
4

» 18561

18554

Scoring Incidents

.
.

4
‘ 18544
4

Case Study #3

- Type

Map | Viewer | Multiv

Start Time

Absndonad

Maaannw:/ 0872472017, 08/24/2017, Intarstate

Inspection

End Time  Road Type
0872472087 QASTZ0AT: ket

Bridge Reoair / 08/24/2017. 08/24/2017 . Interstate

Inspection

Resurfacing o 08/23/2017 08/24/2017 LS. Highway
Paving 08:00 16:00

Sddge Repair / 08/21/2017 08/3172017
Inspection 00

Resurfacng or
Paving

Resuracng or 08/21/2017

oa/31/2017
Paving 6:00

Resurfacing or

Strang Winds 7 02/2972018
0; 03:08.

Resudading o 07/26/2017
aving 07:00

Resurfacing o 07/26/2017
06:00

Paving

Resurfacing or 07/17/2017 D9/01/2017 .5, Highway.
Paving 07:00 18:00

Strona Winds. 08/21/2017, 00/31/2018
1
Strong Winds uwwou 06/21/2018
9:16 0916

7 012312018
03:18

0872172017 11/30/2018 Interstate
11524

Interstate

08/21/2017. 01/03/2018 U.S. Highway
08:00. 16:00

09/20/2017 Interstate
17:30

10/31/2017 lnterstate
06100

E at Demopoiis

nventory | Vide

Location County.

| Reporting

| Alarm | |7

Event Status

1-20/59 W at Bama  Tuscaloosa Confirmed
Rock Garden
1-20/59 W at Molly  Tuscaloosa Confirmed
Springs Road/SR 300
£0 1-20/59 W at Holly
Springs Road/SR 200
1465 S before CR28;  Chilton Confirmed
Lake Mitchell Rd to |
65 5 before
Lake Mitchel Rd
US 43 N past Shiver  Tuscaloosa Confirmed.
De Freeze Rd/Doughty
Rd to US 43 N befs
Fulmer Rd
120/39 € at university Tuscaloosa Confirmed
BIVA/US 11/SR 7 to
20/ efor
Keenes Mill Rd
163 5 betora CR42 10 Chiton Confirmad
1-65 S past Cf
1:20/59 € at .»lyhml Tuscaloosa Confirmed.
Bivd to 1-20/59
University
/SR
US 31 N befora CR44  Chifton Confirmed
10 US 31 N before CR
95
Eat
1:20/59 W at £xit 68;  Tuscaloosa Confirmed
Joe Mallisham Pkwy to
1:20/59 W 3t H
Speings Road/SR 300
1-20/50 W at Exit 62 - Tuscaloosa Confitmed
Springs RA/SR
US 82 EW balore SR 5. Bibb Confirmed

o US 82 EW past SR
55 Montevata &

£at

Fat

£ atFt. payne DeKalt

£ ot Docatur Morgan

Hale

Unconfirmed
unconfirmed

Uneonfiemed

Automated Incident Scoring Tool —

Work in Progress, Link to Crash and TIMS

2019.09-16T09 10:56 - 1-65 at Exit 45/CR 47 (Crash | Moderate Crash)

| Hours before: 2 Hours after 2

Miles before. 10

Miles after 10

1114870: 1-65 (S) at Exit 45/CR 47 at MP 41.95

Scoring Incidents

Case Study #3

Save chart image

>

Key Dependent Var.

v et Crash
Information

A

Can select any crash from drop
down menu.

Hours before, hours after, miles
before, miles after — can be
changed based on the analysis.

SDMH Score is reported —
Score: 8133.5

From “Save chart image” chart
can be saved for future use.

» Crash locationis showed using

the BLACK Vertical Bar.
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Web Service for the Speed-Differential Mile Hours

A

https://herewsdev.caps.ua.edu/forms/forms/sdmh

SDMH Parameters

SDMH Parameters

Data is available from 2019-04-24 10:13:00

Data is available from 2019-04-24 10:13:00

Sequence ID

Sequence ID
i

Free Flow Speed is

» - .
= Start Date/ Time Start Date Time available from 2019-09-
W 2019-09-12 08:00:00 137
S |EndDateTime End Date Time
£ 2019-09-12 09:00:00
o Start Mile Start Mile
':E [16
8 End Mile End Mile
") 38
) Resolution Resolution
’: 1 minute
o File Name (Optional. Do not include ".csv") File Name (Optional. Do not include ".csv")
§ I-10 test
'Y submit submit
v L J !
(]
o
Sample of Extracted Data for Researchers A
Scores for Each Incident = Link to Crash / Response Attributes (TIMS)
Column Row Timestamp Segment Route Direction Speed|FFS |SD From To Length
1 1 9/12/2019 08:00:00 US-90/AL-16/Government Blvd/Exit 15 1-10 Eastbound 74.47 70.03 0 16 16.00023 0.00023
1 2 9/12/2019 08:00:00 AL-193/Rangeline Rd/Exit 17 I-10 Eastbound 67.69 69.73 2.04 16.00023 16.33723 0.337
1 3 9/12/2019 08:00:00 AL-].‘33/RangeI|ne Rd/Exit 17 I-10 Eastbound 36.96 65.24 28.28 16.33723 17.65906 1.32183
1 4 9/12/2019 08:00:00 1-65/Exit 20 I-10 Eastbound 31.75 65.06 33.31 17.65907 18.91788 1.25881
1 5 9/12/2019 08:00:00 1-65/Exit 20 I-10 Eastbound 61.34 59.83 0 18.91788 20.75878 1.8409
1 6 9/12/2019 08:00:00 AL-163/Dauphin Island Pky/Exit 22 I-10 Eastbound 75.16 64 0 20.7588 22.52957 1.77078
1 7 9/12/2019 08:00:00 Michigan Ave/Exit 23 I-10 Eastbound 71 65.24 0 2252957 23.50989 0.98032
1 8 9/12/2019 08:00:00 Duval St/Exit 24 I-10 Eastbound 70.86 65 0 23.50989 24.0385 0.5286
ﬂ 1 9 9/12/2019 08:00:00 S Broad St/Exit 24 I-10 Eastbound 71.71 65 0 24.0385 24.86102 0.82252
g 1 10 9/12/2019 08:00:00 Virginia St/Exit 25 I-10 Eastbound 68.24 64.75 0 24.86102 25.56456 0.70354
‘B 1 11 9/12/2019 08:00:00 Texas St/Exit 25 I-10 Eastbound 58.65 59.09 0.44 25.56456 26.08946 0.52491
: c 1 12 9/12/2019 08:00:00 Canal St/S Water St/Exit 26 I-10 Eastbound 52.29 53.75 1.46 26.08946 26.74826 0.65879
E 1 13 9/12/2019 08:00:00 George C Wallace Tunl I-10 Eastbound 47.74 50.95 3.21 26.74826 27.46795 0.71969
u’ 1 14 9/12/2019 08:00:00 US-BG/Spanish Fort Blvd/Exit 27 I-10 Eastbound 52.21 53.75 1.54 27.46795 27.89111 0.42317
S 1 15 9/12/2019 08:00:00 US-90/US-98/Battlesh ip Pknyxil 30 I-10 Eastbound 67.24 65.24 0 27.89111 30.49135 2.60024
: : 1 16 9/12/2019 08:00:00 US-90/US-98/Exit 35 I-10 Eastbound 68.57 65.43 0 30.49135 35.68053 5.18918
S 1 17 9/12/201908:00:00 AL-181/Exit 38 110 Eastbound 63.65 69.59 594 35.68053 38 231947
wvy 2 1 9/12/2019 08:01:00 US-90/AL-16/Government Blvd/Exit15 1-10 Eastbound 73.31 70.03 0 16 16.00023 0.00023
I 2 2 9/12/201908:01:00 AL-193/Rangeline Rd/Exit 17 110 Eastbound 67.69 69.73 2.04 16.00023 1633723  0.337
g 2 3 9/12/2019 08:01:00 AL—193/RangeIine Rd/Exit 17 I-10 Eastbound 34.8 65.24 30.44 16.33723 17.65906 1.32183
= 2 4 9/12/201908:01:00 1-65/Exit 20 110 Eastbound 33.28 65.06 3178 17.65907 18.91788 1.25881
'B 2 5 9/12/2019 08:01:00 1-65/Exit 20 I-10 Eastbound 57.72 59.83 2.11 18.91788 20.75878 1.8409
3 2 6 9/12/201908:01:00 AL-163/Dauphin Island Pky/Exit22  1-10 Eastbound 74.25 64 0 20,7588 2252957 177078
wy 2 7 9/12/2019 08:01:00 Michrgan Ave/Exit 23 I-10 Eastbound 76.75 65.24 0 2252957 23.50989 0.98032
W 2 8 9/12/201908:01:00 Duval St/Exit 24 110 Eastbound 74.84 65 0 23.50989 24.0385 0.5286
‘3 2 9 9/12/2019 08:01:00 S Broad St/Exit 24 I-10 Eastbound 72.14 65 0 24.0385 24.86102 0.82252
U 2 10 9/12/2019 08:01:00 Virsinia St/Exit 25 1-10 Fasthound 6709 6475 0 24 86102 25 SR456 (0 70354
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Measuring Spatial Layout and Dimensions for Review ﬂ
Automatically identify non-linear boundaries...really cool!

1-10 East Bound

» SDMH Score based on chosen
MA=3 area.

HB=2 HA=4 » Hours before, hours after, miles
" = \_ H=1 before, miles after —can be
% % Crash used to specify the SDMH Score
] = Location Area.
3 c M=3 \
2 £ N » Data will be back filled for 2018
§ and 2019.
b MB=7
2 » Need Free Flow Speed for
-§‘ crashes before September 13,
& 2019.
v Time (Hours)
8 Figure: SDMH Score Boundary Area

I-10 Mobile Bay River Bridge — Cost of Doing Nothing JE
Identify Limits that Include Worst-Case Queuing
o} i W Spanish
R T somnren | FOrt

£ ;
b
S)
2
o
£ Tillmans| .
8 Corner Daphn
S e @
L o
3
Q
X i
>
T e i
"
8
Q

1-10 West Bound
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I-10 Mobile Bay River Bridge — iPeMs
Establish Routes to Identify TMCs (Easiest Way)

Route SW Region I-10 Alabama

Current Location

)

¥

Route I-10 W

Current Location

aw

u\ + Atmore G Atmore
= | @ 2) )
= obile obile
S Route o Length
2 - 0 « Route Name Description Road Type Tags Owner (mi) =
& &
[~ S, Y Foley Pensacola 1-10 from Exit Ly, MOOUEE | rote penacols
S oW RinkiAT10 Freenay e Sharad 23
: 1 , urb:
8 Palbis) region, urban
Leaflet | © HERE 1-10 from Leaflet | © HERE
— 5, SWRegionl-10 o X : -10, interstate,  Shared . I,
e B - |
bl 2 g
%] Route Properties SW Region 1-10 ’Ex'f 1575 from 10, interstate, g Route Propestes
Q Route 1D 22 EB Rangeline Rangeline Road  FreewaY sw region, Hodtes 28 [Route 1D 382
Q Congestion O L6s urban
Length 66.03 mi Length 66.29 mi
=) Speed Limit 68.1 mph B e :;wdw from . o ol 5 Speed Limit 68.1 mph
382 -10 W L Teew. *
h.' Freeflow Speed 67.1 mph Mg;s:\vop\ il ¥ i Freeflow Speed 67.6 mph
e Roadway Type Freeway dway Type Freeway
.
o 1-10 from Mississippi to S 1-10 W from Florida to
g Description g0 Description  iccissippi
= Tags i-10, interstate, sw region Tags i-10
t Added 10 Sep 2015 Added 17 Jul 2018
S Added By Jeremy Borden Added By Alex Hainen
o Route Start 09 Sep 2015 Route Start 31 Dec 2017
2 Last Modified 11 Oct 2018 Last Modified 11 Oct 2018
1%
(s}
o [|-10 East Bound 1-10 West Bound
. . . .
I-10 Mobile Bay River Bridge — List of TMCs A
These are the segments that will be queried from the archive
Sequenceld SequenceOrder Exits MeasureFrom MeasureTo T™MC
1 5 Exit 17A-B: TILLMAN'S CORNER 16.000231 17.659074 102+08361
1 6 Exit 20: MONTGOMERY 17.659074 20.758795 102+08362
g‘ 1 7 Exit 22: DAUPHIN ISLAND PKWY 20.758795 22.529573 102+08363
— 1 8 Exit 23: MICHIGAN AVE 22.529573 23.509894 102+08364
ﬁ 1 9 Exit 24: DUVALST 23.509894 24.038498 102+08365
Q e 1 10 Exit 24: BROADST 24.038498 24861023 102+08366
2 E 1 11 Exit 25: VIRGINIA 5T 24.861023 25.564559 102+08367]
o)) B 1 12 Exit 25: TEXAS ST 25.564559 26.089464 102+08368
= a 1 13 Exit 26A: CANALST 26.089464 26.748255 102+08368
.5 1 14 Exit 26B: WATER ST 26.748255 27.467945 102+08370]
Q 1 15 Exit 27: BATTLESHIP PKWY 27.467845 27.891111 102+08371
Yy 1 16 Exit 30: BATTLESHIP PARKWAY 27.891111 30.491349 102+08372
=] 1 17 Exit 35A-B: DAPHNE/FAIRHOPE 30.491349 35.680529 102+08373
't; 1 18 Exit 38: SPANISH FORT 35.680529 38.971172 102+08374]
Q 2 5 Exit 35A-B: DAPHNE/FAIRHOPE 38.515901 35.209055 102-08373
O 2 6 Exit 30: BATTLESHIP PARKWAY 35.209055 30.085346 102-08372
[=] 2 7 Exit 27: BATTLESHIP PKWY 30.085346 27.647372 102-08371
";‘ 2 8 Exit 26B: WATERST 27.647372 26.878742 102-08370
-.-' 2 9 Exit 26A: CANALST 26.878742 26.240351 102-08369
< -E 2 10 Exit 25: TEXAS ST 26.240351 25.827691 102-08368
I 2 2 11 Exit 25: VIRGINIA 5T 25.827691 25.386322 102-08367
= ﬁ 2 12 Exit 24: BROADST 25.386322 24.469689 102-08366
g = 2 13 Exit 24: DUVALST 24.469689 23.761419 102-08365
o 2 14 Exit 23: MICHIGAN AVE 23.761419 23.180186 102-08364
wy 2 15 Exit 22: DAUPHIN ISLAND PKWY 23.180186 22.033638 102-08363
a 2 16 Exit 20: MONTGOMERY 22.033638 19.908824 102-08362
o 2 17 Exit 17A-B: TILLMAN'S CORNER 19.908824  16.637577 102-08361
(W] 2 18 Exit 15B: TILLMAN'S CORNER 16.637577  15.428619 102-08360
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Case Study #4

;
I-10 Mobile Bay River Bridge — QUERY #1: Travel Time A
Using a process to measure time-sequential TT for each 525,600 minutes
SQLQuenbisgl - co..EMaggie (here (§0))° & X
Connec *
B coetratficsqlua-net.us.edu\ SL2017,42037 (5Q
Databases Lon
System Databases FAOM [MEREMaggie] . [dbo]. [trip_times]
Database Saapshots WITH (nolock:
8 ) e i
i Study Period
i August 1, 2018
el
[ dboconfistion weights to
)
Loty July 31, 2019
e
@ W dbospeeds
@ @@ dbotmc
@ @0 dbo.TMC_ATTR 2
B sequenced e, null) v
B tripStart (datetime, nulf) 0% -
B wipénd (datetime, null) D Reats gl Mossages
B tripDuration (int, nut) | T reSat ) oD S
1 T 1 E: T T
ot 220 2160601000100000 0160801 DBW0 2
_ 3|3 2180601 000200000 20180801 002300000 21
Sl e e
1 dbovolgrofies e 1 20180601 000500000 20180801 002600000 21
B dbo.volumes_old 7 1 20180801 00:0600000 20180801 002700000 21
Views & 8 1 20180801 000700000 20180801 002800000 21
g e o Jed s D Directions * 1440 Minutes/Day * 365,
Storage n o 20180801 00:1200000 2
g Security "o 20180801 00:13.00.000 2 Day/ Year
Security % 1 20180801 001400000 20180801 003600000 22
SaveObjcts i 2160601015000 B0 0ICO0D 2 =1051200 Records
Replication % % 20180801 001600000 20180801 00:33.00000 22
Pelyiaes ® 2010601 001700000 20180801 003900000 22
et iy 1 2180001001800000 2100801 OO0 2
« » © Quesy executed successtully. coe-trafficsqhus-netused.. here (60) HEREMaggie 000003 [1051200 rows.
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Case Study #4

I-10 Mobile Bay River Bridge — QUERY #2: Volumes A

Excellent 1-hour counts at the tunnel (not perfect, but really good!)

Connect= ¥ ¥ ¢~
B coe-tratficsglus-net.us.edu\SQL2017,48037 (SQL 54
Databases FROM [MEREMoggie]. [dbo] . [tunnel_counts]
System Databases. WITH (nolock:
Database Snapshots WIERE tstomp
 HEREMaggie
@ 5 Detabase Diogams
Tabes Tunnel Counts from
System Tables
Fletsie
btema Tbles August 1,2018
Gogh Taes
0 B dboconliton wights to
@ [ dbo.nterstateRouteGeometry
+ B dbomipciet speed dota July 31, 2019
@ [ dbo.proc_ctl_temp
# B dbospeeds
@ [ dbotme
o [ dboThC ATIR2
® @8 dbotme,

<o EMagaie there (61))*

& BB dboolumes_old
Views

. <
Pty
Programmability ad
Pogmecdity 2 5 fottsitfspedndiid
ot Wi Deceor 2ot 21
Jfed i e meom 2%
ams s Wesoroemoots 78
prs 0 € 2eceaiostot0 19
Replication 7 20120801060000000 1458
PolyBase s 1 01070000000 1756
Kb O g Ay o1 2ie0o01 00000000 1860
st 0 o1 21ece01co00c000 181
8 bt oo i Cbgs "o 280001 0000008 1733 SRR -
¢ O et it et e 2 Directions * 24 Hours/Day * 365
LI | 20180601 120000000 2139
W i soe0 B0 282 Day/ Year
L S | 20180801 140000000 2390
1 necea 1500 24 =17520 Records
v D060 60000 2650
'
'

2180801 170000000 2783
20180801 180000000 2255 o
« s | © quey evscuted scesstny, coetiaffcsqlusnetuned.. here () HiREMsgge 00000 [17520roms
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Case Study #4

I-10 Mobile Bay River Bridge — QUERY #3: Delay
Really Simple: Used 19 minutes as FFTT (Discuss FF: 2AM?, Typical Day?)

M 541 co. EMagge (here (61)° = X
sequenceld

TS Stiecr
tripstart
B coe-trafficsql.us-netun.edu\SQL017, 42037 (SQL S m:w
- Databases tripburation
4 W System Databases ration - 19) as Delay
4 W Database Srapshots. FRom lﬂﬂ;mulel [dbo]. [trip_times]
aG e e selgstat v *201-00-01 :00:M"
ke i tripSeart < 12019-98.01 00:00:00
S order by sequenceld, Seipstars
o  FieTates Query to calculate
@  Gan Tibes
3 ® Gaph Tables Delay
- B dbocontonweghts
& [ dbolnterstateRouteGeometry

& B dbomiepoint speed data
@ 0 dboproc.cttemp

5 [ dbospeeds
w B
« |
& B SoeTomnaT counts
& [ dbowol profies
5 0 dbovolumes ol 0o% -
5 o Views 0 Rewts G Mossoges
8 Eswne/ oo T e oOuwen vy
5 W Synoayms
- ::':‘::”';‘:" 2 1 2010801 000100000 20180801 002300000 22 3
et 3 2180001 000200000 20180801 002300000 21 2
D & fecsty ) 20180801 000300000 20180801 002400000 21 2
o 8 Secity 5 20180801 000400000 20184801 002500000 21 2
3 B Sover Objocs 6 1 2130801 000500000 20180801 002600000 21 2
B il Rkt AT 20180801 000600000 20184001 032700000 21 2
& 8 PoBase FE) 2180801 000700000 20186801 002800000 21 2
5 181 Always On High Avedabisty 9 2180801 000800000 20186801 002900000 21 2
4 4 Management 0 o 2160801 000900000 20186801 03000000 21 2
@ M Integation Services Catalogs "o 2160801 001000000 20180801 03100000 21 2
4 [ Xvent rofier 2 o 2180801 001100000 20180801 003200000 21 2
B 20180801 001200000 20180601 003300000 21 2
o 20180801 001300000 20180601 003500000 22 3
5o 2180801 001400000 20180801 00360000 22 3
% 1 2010801 001500000 20180801 103700000 22 3
v o 20180801 001600000 2018601 003800000 22 3
' o 210801 001700000 20180801 (03900000 22 3
o 2180801 001800000 20180801 004000000 2 3
‘ » | © Query executed successiuly.

2 Directions * 1440 Minutes/Day * 365
Day/ Year
=1051200 Records

cotrafficsqluanetused..here (51)  HEREMaggie 000004 [T051200 rows
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Case Study #4

I-10 Mobile Bay River Bridge — QUERY #4: Delay Veh-Hrs
This is the multiplication of delay (hours) by volume (vehicles)

tt.sequenceld
te.tripstart,

Connect= ¥ ¥ - select

TG+

B coe tafficeqluarnetus.edulSQL2DIT, 4037 (5L ) et tripend.
Outabases te.tripburation - 19) / 60.0) a5 dela
& W System Datobases te.tstomp,
@ 1 Database Snapshets [count] / 60.0) a5 tunnel_count
@ HEREMaggie te.tripOuration - 19) / €0.0 {count] / €0.0))) as vehhrs

from trip_times tt with (nolock
ft out tunnel_counts te with (nolock
te.tripstart) - yea:
hitt tripstart
day (et tripstart tc.tstamp
¢ datepart(hour, tt.tripStart) - datepart(hour, tc.tstomp
tt.sequenceld ~ tc.sequencel
order by tt sequenceld. tt tripstar

5 Db D Query for calculating
Delay in veh-hrs

on yeu
& W System Tables
& W FieTables

4 4 Btemal Tables

4 [ dbo.miepoint_speed_dats
4 BB dboproc.ctltemp
4 B doospeeds
4 B dboame
5 R dbo.TMCATIR2
4 [ dbotme interstate. mms
& R dbotrip imes
4 I dbotunnel counts
& BB dbovel profes
@ [ doovolumes,old % -
@ Views
@ 4 Btemal Resources

@ W Synomyms — i cz
. Zz‘:::::"’ ) 20180801 000100000 20180801 002300000 0050000 20184201 020000000 6766666
spepim 30 20190501 000200000 20180601 002300000 0032330~ 20184801 000000000 6766666
B 8 sy b 20180201 000300000 20180801002400000 Q0333 20180801 00000000 676666
5 B Secwty s 20180001 000400000 20180691 002500000 0033333 201601 0000000 6766666
@ i Sever Otjects 6 1 20180801 020500000  20180801002600000 003333 20180801 000000000 6786666
3 8 Replcation 7 |1 20180001 000600000  20180801002700000 Q0333 20180801 00000000 6766865
5 8 PolBase & 11 20180801000700000  20180801002800000 003333 20180801 000000000 676865
9 Adways On High Avaiabiity ¥ |a 20180801 000200000  20180801002900000 003 20150801 000000000 6766665
# # Mansgement 0o 20180801000300000  20180801003000000 Q0333 20180801 000003000 6766865
5 4 Integration Services Catalogs not 20180801001000000 2018091003100000 0031 2018480100000000 6768665
& (@ Xvent Profier 2o 20180801 001100000  20180801003200000 Q03BN 20180801 000000000 6766665
"o 20180001 001200000 20780601003300000 Q03N 20160801 00000000 6766665
o 20180201 001300000  20180801003500000 Q050000 20180801 000000000 6 766666
(O] 20160501 001400000 20180601 003600000 0050000 ~ 2016801 000000000 6.7%6666
% 20180801 021500000 20180801003700000 Q050000 20180601 000000000 6766666
7 1 2180601 001600000 20180691 003800000 0050000 20189601 000000000 6766666
B 1 20180801 01700000  20180801003900000 0050000 20180801 000000000 6786666
w o 20180201 021800000 20180801 004000000 0050000 20180801 000000000 6766566

« » | O Quey executed successtuty.

2 Directions * 1440 Minutes/Day * 365
Day/ Year
=1051200 Records

coetraficsalun-netused... here (65) HEREMaggie 00006 [T051200r0ms |
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Case Study #4: 1-10 Cost of Doing Nothing

I-10 Mobile Bay River Bridge — QUERY #4: Delay Veh-Hrs

Each 525,600 minutes, delay is multiplied by 1-min count for delay (vehhrs)
tripStart  tripEnd  delay

16:55
16:56
16:57
16:58
16:59
17:00
17:01
17:02
17:03
17:04
17:05
17:06
17:07
17:08
17:09
17:10

17:19 0.083
17:20 0.083
17:20 0.067
17:21 0.067
17:22 0.067
17:23 0.067
17:24 0.067
17:25 0.067
17:25 0.050
17:26 0.050
17:28 0.067
17:34 0.150
17:33 0.117
17:35 (OBIES S
17:36 WiEE
17:39 0.167

tstamp  tunnel_count vehhrs

00:00.0 44.167
00:00.0 44.167
00:00.0 44.167
00:00.0 44.167
00:00.0 44.167
00:00.0 46.383
00:00.0 46.383
00:00.0 46.383
00:00.0 46.383
00:00.0 46.383
00:00.0 46.383
00:00.0 46.383
00:00.0 46.383
00:00.0 46.383

00:00.0 46.383
00:00.0 46.383

tt
24:00.0
24:00.0
23:00.0
23:00.0
23:00.0
23:00.0
23:00.0
23:00.0
22:00.0
22:00.0
23:00.0
28:00.0
26:00.0
27:00.0
27:00.0
29:00.0

A

Case Study #4: 1-10 Cost of Doing Nothing

I-10 Mobile Bay River Bridge — Results (No Discount)

Cost of Doing Nothing: S1B - 51.8B just from delay!

A

Delay costs: $13.17 for cars and $47.59 for trucks, undiscounted value of time

(2021 to 2040) in Million $

Percent Trucks

5% 10% 13% 15% 20%
55 3.0% 983.56 1,035.96 1,067.43 1,088.37 1,140.77
g3 3.5% 1,050.29 1,106.24 1,139.84 1,162.22 1,218.16
$ g- 4.0% 1,122.05 1,181.86 1,217.68 1,241.63 1,301.40
8¢ 4.2% 1,152.26 1,213.64 1,250.46 1,275.03 1,336.43
g S 4.7% 1,544.51 1,626.77 1,676.13 1,709.07 1,791.36

Assumptions:

1) 1.7 occupancy for passenger cars (the average vehicle occupancy factor provided by the Federal Highway Administration:

https://www fhwa.dot.gov/tpm/guidance/avo_factors.pdf)
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I-10 Mobile Bay River Bridge — Results (NOAA Discount)
Cost of Doing Nothing: $670M - 51.2B with 3% discount

A

Delay costs: $13.17 for cars and $47.59 for trucks, 3% discounting rate

=)
= (2021 to 2040) in Million 5
= Percent Trucks
s 5% 10% 13% 15% 20%
g g z 3.0% 669.98 705.61 727.09 741.35 777.01
o S ?} 3.5% 712.03 749.97 FI2.77 787.92 825.84
£ § 2 4.0% 757.13 797.48 821.65 837.83 878.14
=] 8 S 4.2% 776.06 817.40 842.18 858.74 900.12
Q 5w 4.7% 1,019.92 1,074.26 1,106.85 1,128.61 1,182.94
)
o
*l;; Assumptions:
(o 1) 1.7 occupancy for passenger cars (the average vehicle occupancy factor provided by the Federal Highway Administration:
ttps://www . fhwa.dot.gov/tpm/guidance/avo_factors.p
Q https:// fhwa.d ftpm/guidance/avo_f df]
(=]
L] 2) 3% discounting factor (a more conservative discounting factor recommended by the National Oceanic and Atmospheric Administration
- (NOAA) as a proxy for the social rate of time preference)
ﬁ:
*
=,
©
=3
=
wy
W
w
(~]
L]
I-10 Mobile Bay River Bridge — Results (OMB Discount) A
Cost of Doing Nothing: 5425M - 5720M with 7% discount
o Delay costs: $13.17 for cars and $47.59 for trucks, 7% discounting rate
g (2021 to 2040) in Million $
_E Percent Trucks
s 5% 10% 13% 15% 20%
2 S H 3.0% 426.24 448.92 462.57 471.65 494.34
o E % 3.5% 450.26 474.24 483.63 498.25 52221
= £ 9 4.0% 475.87 501.25 516.43 526.60 551.93
=] g Q 4.2% 486.59 512.51 528.06 538.44 564.35
Q o o 4.7% 623.00 656.25 676.14 689.41 722.60
ey
=]
“;; Assumptions:
Q 1) 1.7 occupancy for passenger cars (the average vehicle occupancy factor provided by the Federal Highway Administration:
g https://www.fhwa.dot.gov/tpm/guidance favo_factors.pdf)
"l'i 2) 7% discounting factor (recommended by the federal Office of Management and Budget for the analysis of federal programs:
— https://www.wbdg.org/FFC/FED/OMB/OMB-Circular-A94.pdf and http://www sfu.ca/~heaps/483/discounting.htm)
<
*
=
o
=
—
wy
W
w
(=]
Q
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Time from Peak to Clearing McFarland Blvd to 1-20/59

Green is Manual control Red is TMC Control

Study to Detect Potential Traffic Incidents A
TMC segment — Eastbound movement of US-82 @ SR-69

T

Case Study #5: Signal Incidents / SPM Comparison
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EB TMC Segment: Intersection US-82 @ SR-69 A
Pareto sorted Travel Time observations for a typical day

11/14/2018 - Wednesday

L~

0 120 240 360 480 600 720 840 960 1080 1200 1320 1440

Travel Time Observations

<
=]
K7
o
]
Q
&
o]
Q
Q
wv
N
2 = 7 Typical Average Travel Time for
s £ : . -
L L this segment is close to 2 minutes
% g which can increase up to 3-4
£ [ minutes due to peak hour
B % 5 congestions J
€ £
D 5 j
[ ‘J/_/
ﬁ 2
— 1
S
e
\ 0
L 0 120 240 360 480 600 720 840 960 1080 1200 1320 1440
wn
8 Travel Time Observations
EB TMC Segment: Intersection US-82 @ SR-69 A
i~ . . o
o Pareto sorted Travel Time observations for a typical day
e
g 02/14/2019 - Thursday
g 10
Q
E 9
- s
N
] = 7 Typical Average Travel Time for
=] £ . . .
) £ this segment is close to 2 minutes
:g g which can increase up to 3-4
£ [ minutes due to peak hour
B % % congestions
< = ;
S "
(")
)
*r
>
T
S
o
)
]
wn
(]
Q
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Signal Incidents / SPM Comparison

Case Study #5

Travel Time (min)

EB TMC Segment: Intersection US-82 @ SR-69

Pareto sorted Travel Time observations for an anomaly day (Incident!!])

NA/70190

A

b LN LD

- Monday

Series of travel time obs. are much
higher than average travel time
obs. Travel time increasedto 9
minutes!!
CRASH?!
e
0 120 240 360 480 500 720 840 960 1080 1200 1320

Travel Time Observations

1440

rison

Signal Incidents / SPM Compa

Case Study #5

Travel Time & Speed Variation for TMC Segment
iPeMS shows a potential Incident on February 4, 2019

Route Sufian SR69 TMC 101-06202
Current Location [ P —

* & Performance > Aggregates > Time Series =  ssourmas sesosr

From ozouzos | To
Granularity| 5wt Quantity Quantity2
el : :
prompir o~ omaweior | FB viewmsie | oo exeontrxr| g exeowtas | | A exeosteor
Route Properties
Rote1d 1564
P Route Sufian SR6S TMC 101-06202 =
o L—_e L Mo 02/04/2019 to Hon 02/04/2019
Freeflow Speed 40.9 mph 12 - e - &
Roadnay Type. Al Significant drop in
Examination of a single
e - travel speed and |~
Added 17 Jul 2019 H H
e , increased travel time | , -
Route Start 31 Jan 2019 | g
Last Modified 17 Jul 2019 H
. 0¥

£t 1 psst H
Exits / Intersections .

12 34THAVE -
02z w0 Ave
D5 267 AvE "
031 LURLEEN B WALLACE BLYD
Quick Links

w this. T o o

View this page for my rute. 00:00 03:00 06:00 09:00 12:00 15:00 18:00 21:00 00:00

Vit 118 Do o anathed route. Average Travel Time (mins) Average Speed (mph)

A
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ATSPM: Oversaturation? or Crash? A
Signal data collected for intersection US-82 @ SR-69, February 4, 2019

Purdue Coordination Diagram

US82 @ ALESN - SIG#63082006
Monday, February 4, 2019 12:00 AM - Monday, February 4, 2019 11:59 PM
Advanced detector located 370 ft. upstream of stop bar

Phase 6: Eastbound

=
=]
)
o
[
Q
€
(o]
Q
E oG =51%
V’ — Volume Per Hour Free FF Plan46 Plan 8 FPian 8 Plan_FPlan. FPI Plan 28 Free
N Detector Activation 48% AoG 8 54% AoG 54% AoG 558% 53% 757% 456 27%AcG___ 39% AcG
» —— Change to Green [ 48% GT W 42%GT 38% GT fA0G_TA0G_JA0G. %] 43%GT — ] 41%GT]
'E Change to Yellow 1PR 1 129pPR 142PR 1153 126.11.33.11 063PR 095PR
Q e e 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 2 2
?E I GT - Green Time 200 t t t } t 2000
Q I FR - Platoon Ratio
£ - =
S T "
§, g 120 g—
@ £ 1000
. = go x
'-:2 Around 7:45, the 2 g
= volume per hour = 500
g drops huge. Is this
'(;; due to a crash or o : A ET 3 EAN I
v oversaturation? Or ' 0 11 12 13 14 15 16 17 18 19 20 21 2 23
S something else?? Time (Hour of Day)
Q
ATSPM: Oversaturation? or Crash? A
< . . .
S Signal data collected for intersection US-82 @ SR-69, February 4, 2019
=

Signal Incidents / SPM Compa

Case Study #5

Advance Detector Data (~500ft upstream of EB US-82 @ SR-69)

140
120
All three (3) advance

<1 detectors showed
4 unusually high
g a0 | occupancy time!!!
=
>
(o)
c 60 4
@
j= R
3
0w
@]

20 q

o sl . "

000 100 200 300 400 500 600 7.00 B8:00 900 10:.00 11:00 12:00 13:.00 14:.00 1500 16.00 17.00 18:00 19:.00 20:00 21:00 22:00 23:.00 0:00

Time of the Day
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Signal Incidents / SPM Comparison

.
.

Case Study #5

Travel Time Variation: 2/4/2019 (Incident Day) A

Using HERE data to observe travel time variation for the EB TMC segment

Travel Time {minutes)

s Unusually High AM
Peak Hour Travel

g Time Events maxing
up to 9 Minutes

Average Travel Time
is approx. 2 Minutes

Travel Time (min)

0
000 1:00 2:00 300 400 500 600 7:00 |8:00 9:00]10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00 19:00 20:00 21:00 22:00 23:00 0:00

Time of the Day

Signal Incidents / SPM Comparison

.
.

Case Study #5

Crash Severity and Description Provided by ALDOT A

Investigating the anomaly event on February 4, 2019

Event Detail
Event ID: 1025287

Time Blockage

LS MN MN MN RS
02/04/2019 08:49
EVENT SEVERITY

Severity Maodified Date Modified By

High 02/04/2019 08:49 Jordan Foster

NO RESPONSE PLAN

COMMENT
Time Operator Comment
02/04/2019 08:49 Jordan Foster two SUVs. Minor fender bender but are sitting beside each other blocking 2 lanes.
AST just pulled up on it.
02/04/2019 08:52 Jordan Foster pulled into p'lot
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Signal Incidents / SPM Comparison
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Case Study #5

Travel Time Variation on the Adjacent Intersections A
Using HERE data, the effect of the incident was analyzed for nearby intx.

Main Ave and Harper Rd Link Travel Time (TMC ID: 101N06201) Upstream Link

0
T Travel Time (minutes) |
£7
E:
=gt
¢ 3
g2
=
7:00 7:30 8:00 8:30 9:00| 9:30 10:00 10:30 11:00
US82@AL69 Link Travel Time (TMC ID: 101N06202)
10
T ¢ Travel Time (minutes)
£7
£
[
3
g 2
o1
7:00 7:30 8:00 8:30 9:00| 9:30 10:00 10:30 11:00
w Tyler Dr., Hospital Dr., and Hunter Creek Link Travel Time (TMC ID: 101N08493) Downstream Link
g g Travel Time (minutes)
- 7
£
E o
[
£
=, L ,
7-00 7-30 8:00 8:20 9:00| 9:30 10:00 10:30 11:00

Signal Incidents / SPM Comparison

.
.

Case Study #5

Variation of Travel Time & Volume during the Crash Event A
Analyzing Crash Event on February 4, 2019 for EB TMIC Segment US-82@5SR-69

Volume was calculated using ATSPM data and travel time from HERE data

——VWalume = Travel Time &

&0

8
50 5
]

5
)
20 3
10

Traffic Thru Volume
significantly reduced
during the crash event.

Traffic Volume
Travel Time (min)
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Variation of Travel Time & POG during the Crash Event ﬂ
Analyzing Crash Event on February 4, 2019 for EB TMIC Segment US-82@5R-69

POG was calculated using ATSPM data and travel time from HERE data

100%

——Travel Time (minutes) ——Weighted POG

Travel Time (min)
%
9 9 9

Weighted POG (%)

3 305
1

Weighted POG dropped | Time of the Day
as the crash occurred

Case Study #5: Signal Incidents / SPM Comparison

[ 0%
7:.00 715 730 7145 g0 Jais !330 8145 5:00 915 %30 245 10:00 115 10:30 10:45 1100

A
Conclusions — Alabama DOT Probe Data

* Procuring Data * Using Data
—INRIX 2014 - HERE 2016 1. Football Traffic Ticker
—Statewide Mobility Report (McNamara)

2. Tracking Incidents (Li)

* Processing and Managing 3. Scoringincidents

Data 4. 1-10 Cost of Doing Nothing
(ATI)

—Real-time XML storage
5. Signal Work (Not great...)

—TTI Conflation Process
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